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ABSTRACT

Speech processing is the technique to process and analyze the speech

spoken by human beings. The different speech processing techniques

are speech coding, speech recognition, speaker verification, and speech

identification. Automatic Speech Recognition (ASR) is a method to rec-

ognize the content of speech uttered by a speaker. Speech identification

is a technique to recognize the utterance of the speech that belongs to

which language or dialect. Dialect identification is a subdomain in Lan-

guage identification used to identify the dialects of speech of a particular

language spoken by an unknown person. A dialect of a particular lan-

guage is one of the form of language which is spoken in a particular

region or environments of human beings where they live. Dialects are

different from accents, grammar and pronunciation of same language.

Like other spoken languages, Telugu Language (TL) is multiform of

different dialects viz., Telangana, Costa Andhra, and Rayalaseema. To

identify any language dialects, the standard database is very important.

It is a very difficult task to implement a dialect identification system as

there is no standard database for dialects and many variations in lan-

guage. This is the reason where the research in Telugu dialects is very

less, even though it was the same scope of research work along with

language identification. In this work, a system for identifying the di-

alect from Telugu speech utterances is proposed. As like, any pattern



recognition system Dialect recognition system consists of three phases

namely feature extraction, Training, and Testing phases. Features of

speech utterances play a prominent role in the recognition of dialect

from the speech utterance. In this work, Spectral features of speech

signals like Mel frequency Cepstral Coefficients (MFCC), Delta MFCC,

Delta Delta MFCC, and prosodic features like Pitch, Intensity, Energy,

formants, and Loudness are extracted and their role is established.

In order to improve the performance of system, Hybrid feature vec-

tors and optimized feature vectors are derived from traditional features

like MFCC and prosodic features. The different training models like the

Hidden Markov model (HMM), Gaussian Mixture Model (GMM), Deep

Neural Network (DNN), and K nearest neighbor (KNN) are used to imple-

ment the training phase of the system in order to analyze the behavior

of features of speech signals for the classification.

The experiments are carried out with different feature vectors with

different training models to achieve the better performance. The perfor-

mance of proposed system to identify the dialects from Telugu speech is

impressive.
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Chapter 1
INTRODUCTION

Speech processing is a technique to study the behaviour of speech

signals and process the signal to identify the language and speaker from

speech utterance [1]. Speech processing technique consists of differ-

ent domains like Speech identification, Speaker identification, Speech

verification, Language identification etc.[2]. It is used in several applica-

tions including Automatic Speech Recognition system, Interactive Voice

Response System (IVRS), Background application for speech processing

etc.

1.1 Automatic Speech Recognition

Speech is a wonderful medium through which human beings are en-

able to express their thoughts, views, feelings and emotions. But now we

are in an era of dealing with the computers where basically we will com-

municate with the computers using the peripheral devices. Through our

continuous effort deals with artificial intelligence where we will make

the machine act like human beings. With the advent of this technology,

we communicate with devices in the same way as we communicate with

human beings i.e. via speech.

Automatic Speech Recognition (ASR) is a branch of Artificial Intelli-

gence (AI) and pattern recognition where humans interact with device’s

interface through their voices as they do with other human beings [3].
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The primary endeavour to create procedures for speech recognition is

based on the coordinate transformation of the speech signal into an

arrangement of phoneme-like units. ASR has attracted much consid-

eration on the last three decades and has seen the sensational change

within the final decade. Nowadays it has diverse regions of applications

like dictation, the program controlling, automatic phone calls, weather

report data framework, travel data, IVRS system and the applications

designed in which human being is not required for communication like

IoT[4].

The ultimate aim of ASR technology is to process the speech and

identify the language dialects etc., with best accuracy irrespective of

some important agents such as the source person who had provided the

speech input, surroundings around the speaker, size of the speech as

well as the accent of the speaker and the quality of the thing that was

used to record the speech.

1.1.1 Working of ASR

The working of automatic speech recognition is shown in Figure 1.1

and it will be follows like:

1. The process starts with the human speech that is given as input

through microphone or other device.

2. The device generates a wave signal of speech utterances.

3. This wave signal might be mixed with noise due to surroundings of

the speaker as well as it may also contain more pauses when the
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Figure 1.1: Working of ASR

speaker is uttering which can’t be eliminated.

4. In order to get more accurate results, those kinds of noises need to

be removed. So the wave signal is filtered in the next stage.

5. Then obtained filtered wave signal is splitted into phonemes that

are the building sounds of language as well as words.

6. Starting from the first phoneme, ASR will use statistical probability

analysis in order to find out the next possible phoneme thus it will

derive the words from them to sentences.

7. Thus ASR understands human beings speech and responds to the

speech in more meaningful manner.

1.1.2 Advantages of ASR

1. ASR technology is faster because it takes less time to provide the

required documents rather than providing the documents based on
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queries.

2. With the help of ASR, we can avoid spelling mistakes which will

quite happen if we type a query.

3. Through ASR we can pay our attention towards our regular work

but it is quite different when we type our query.

4. It is very much helpful for disabilities like visually impaired people,

who can’t type with their hands, to send queries or inputs through

speech.

1.1.3 Challenges of ASR

1. Accuracy of system is very important and it may not be changed

with noise and any other factor.

2. ASR performance is not to be degraded when people talk quickly

with different accents.

3. As there are a number of variation of dialects in a standard lan-

guage, identification of dialects is difficult task.

4. It may face difficulties with limited vocabulary.

5. It requires vast periods of training.

1.2 Dialect Identification

Dialect identification is a technique to identify the dialects of partic-

ular region of spoken language from the speech utterance of unknown

speaker [5]. Dialect can be termed as different variations within the
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speech of a particular language. We can observe some variations such

as selection of words, pronunciation, idioms and grammar in the speech

given by people belonging to different regions. These variations are not

only due to their differences in their geographical regions and environ-

ments [6].

There exists a small difference between the terms dialect and accent

though they sound same. Accent will mainly focus upon how a speaker

will pronounce a word whereas dialect is focus not only on pronunci-

ation but also on speaker’s selection of words, stress and intonation

of speakers. We can identify the dialect based upon different factors

like loudness, nasality and tonal. Due to dialect identification we can

find out some interesting factors such as the speaker’s age, their gen-

der, some sort of their health status. This dialect identification helps us

to improve some services like telephonic-services, e-health, e-education

etc. for rural people also.

The dialect identification is used in automatic system like e-health,

e-market system people calls directly are connected to the recognition

specific system without participation of tele call receiver etc. As it is

very useful in different applications which are easy to rural people, it

is very essential to implement dialect identification system with good

performance. In this, Dialect identification system for Telugu language

is implemented.
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1.2.1 Advantages of Dialect Identification

1. By identifying dialect from a speech, we can identify the region

ofthe speaker.

2. Dialect identification helps us to develop some sort of e-services

like e-health, e-market, e-education, telephonic services etc. Which

helps for older and homebound people also.

3. We can even provide a better education services by identifying the

dialect because if teaching happens in same dialect then it is very

very easy to understand.

4. Automatic speech recognition system is improved

5. Improving Human-Computer interaction and enhancing its appli-

cations.

6. Improving the security for remote access communication.

7. Communication is very fast through speech rather than typing the

text.

8. Dialect identification impacts ASR performance which is based on

speaker’s utterances in different dialects.

9. Along with the above, Dialect Identification is useful for

� Formers

� News broad casts

� Voice search(automatic speech recognition)
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� Twitter sentiment analysis

� Forensic operations

� Advertisements

� Charismatic speakers

� Regional tourism

� Dialect to Dialect translation

1.2.2 Challenges of Dialect Identification

1. In order to identify dialects, we need to prepare our own data sets

if data sets are not readily available for some languages.

2. Identification and Extraction of feature vectors in order to design

classifiers.

3. If the Standard language contains different dialects and there are

many differences between the standard language and dialects.

4. For dialect identification, we need to train the system as part of

implementation which may take more time to train huge speech.

5. The database of dialect may be dynamic as some people may add

new regional words.

6. Design a dialect identification system using optimized features in

order to improve the performance in terms of fast response and

good accuracy.
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7. Identifying dialects in a language is difficult task compared to lan-

guage identification because a lot of similarities exist among di-

alects of same language.

8. It is very difficult to discriminate the features among the dialects of

same language.

1.3 Telugu Language

The Telugu Language is a popular language which consists of San-

skrit elegance, Tamil sweetness and Kannada essence. Being one of

the early languages in India, the Telugu language has been recognized

“Ancient Language” in 2008 by the government of India. The majority

Telugu speaking people belong to Telangana, Andhra Pradesh followed

by Yanam, Karnataka and Maharashtra [7]. If we are to say that there

are Telugu people in every nuke and corner of the world it won’t be

an exaggeration because according to the Census 2018, the Language

stood in 15th position in the world with a population of around 85 mil-

lion speaking it, 3rd language in highest number of native speakers in

India, with 6.93% and also it is the most popular spoken language of

the Dravidian Language family.

1.3.1 History of Telugu

Telugu is a language that belongs to languages of Dravidian, spoken

by people who especially live in the Indian states like Telangana, Andhra

Pradesh, some part of Karnataka and Yanam district of Puducherry [8].

In the Telugu language, alphabets play a very prominent role in any
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recognition system. The alphabets/letters are known as Telugu ak-

sharralu. Telugu is richest of alphabets compare to any other Indian

language. The Telugu language consists of Fifty six letters [Eighteen

vowels and Thirty eight consonants], out of which Two vowels & Two

consonants are deleted. Total, 52 core letters are present in the Tel-

ugu language. The vowels are known as “Achchulu” and consonants are

known as “Hallulu”. In Telugu, vowels add short /o/ and /e/ along with

/o:/ and /e:/ of Indo-Aryan languages [8]. The pronunciation of words

is shown in Fig.1.2.

(a) Pronunciation of vowels (b) Pronunciation of consonants

Figure 1.2: Pronunciation of vowels and consonants

From the above table the consonants pronounced [7] like

• In Fig.1.2(b), the consonants and are cannot occurred

alone. These consonants combined with other consonants.

• which are in third row of Fig.1.2 are pronounced by
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retroflex. In utterance of these sounds, wrap the tongue back and

touch the end to the roof of the mouth.

• are called as dental consonants which are in

fourth row of Fig.1.2. During utterance of these consonants tongue

touches the back of upper teeth.

A consonant vowel syllables are formed by adding diacritic form to con-

sonants. For example

And also to make different forms of consonants, the VOTTULU plays

an important role. Let’s consider the letter and its different forms to

make the different sounds shown in Fig.1.3.

Figure 1.3: Different forms of Consonant letter “ ”

To pronounce the words of the Telugu language or identify the alpha-

bets, prosody is a very important feature. Prosody features are supra

segmental which are not concerned with photic segments individually

i.e., with vowels or consonants. But these are associated with the prop-

erties of syllables including stress, rhythm and intonation [25]. To iden-

tify the pronunciation in Telugu, it is required to represent the vibration
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of vocal track which includes the mouth, nasal passages, throat and si-

nuses because Vocal folds cuts the overflow with vibration and produce

a buzzing sound which is not clear as like its utterance.

These buzzing sounds involves the vocal track and their frequencies.

The vocal tract frequencies are called as resonance. Resonance repre-

sents the shape and amplitude of speech wave of vocal tone.

The amplitude and shape of the speech signal depend on the vocal

tract shape and length as well as cavities and structure of soundwaves.

1.4 Dialects in Telugu Language

A geographic region is referred to as a “Mandal”. A dialect of a lan-

guage is speech utterances spoken by a particular region of people [9].

Different regions of people, who speak the same language, with different

dialects. Like other spoken languages, the Telugu language is multiform

of dialects and it consists of three dialects namely Telangana, Costa

Andhra, and Rayalaseema. The reasons for the formation of different

dialects in Telugu Language

1. The emperors who rules the particular regions

2. Occupation of human being in the region

3. Accent of language which is habituated to more people in the re-

gion.

In this scenario, Kannada and Tamil influence Telangana dialect strongly

and most of Urdu language is also mixed in Telangana dialect. The
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distinct speciality of Rayalaseema is mixed of Kannada and Tamil ac-

cent due to geographical and historical. English and Sanskrit languages

strongly influence the coastal Andhra. In some regions, Odia accent also

influences the Andhra dialect.

The dialects of Telugu spoken language are three namely:

1. Telangana dialect: Which is popularly spoken in the almost all

the districts if Telangana states (10 districts in combined Andhra

Pradesh)

2. Costa Andhra dialect: It is one of the popular dialect of Telugu Lan-

guage which is spoken by people who live in nine districts of Andhra

Pradesh state. (East Godavari, West Godavari, Krishna Guntur,

Prakasam, Nellore, Srikakulam, Vizianagaram, and Visakhapat-

nam).

3. Rayalaseema dialect- The four districts (Chittoor, Anantapuram,

Kurnool, and Kadapa) of Andhra Pradesh state people speak this

dialect popularly.

Example of three slangs for the sentence “he came”

Telangana slang: “aaduachindu”

Rayalaseema slang: “vaaduvchinaadu”

Costa Andhra slang: “vaduvachadu”

Three dialects (Coastal Andhra, Telangana and Rayalaseema) of

Telugu Language vary at semantic, morphological and phonolog-

ical levels with respect to each other. At phonological level, these
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dialects vary in terms of rhythm and intonation show observable

variations. Therefore, in this research, the dialects of Telugu Lan-

guage as Coastal Andhra, Telangana and Rayalaseema are identi-

fied from Telugu speech utterances of unknown speaker.

1.5 Telugu Dialect Database Creation

A huge Telugu Corpus has been created by collecting the speech sam-

ples of different speakers using various recorders which are suitable for

different environments and situations. In this case, speech samples

were collected in online and offline and edited by using device called

streaming audio recorder.

The Chosen speakers ages are between 9 and 50 and different places

are like working environments of office, schools, colleges and public

place like parks, roadside, vendors etc.

The speakers who uttered speeches have been given freedom to speak

on their own topic like own interests, habits, politics, self-description

about family or home town etc.

The speech samples are recorded from different speakers including

literates, illiterates and employees who are working in different occupa-

tions in different workplaces. The speech samples of different speaker

were recorded in mono sound with the frequency of 44,100Hz. These

speech samples are pre-processing using average filter to get rid of noise

from the speech signal and also English words if any, in the speech the
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utterances are removed.

Total Seven hours Five minutes duration of speech Corpus is created

from three dialects of Telangana, Costa Andhra and Rayalaseema speak-

ers out of which 2h 35min Telangana, 2h 47min Costa Andhra and 1h

43min Rayalaseema and stored in separate dialect folders.

The speech Corpus of each dialect is divided into two categories of

samples which are used for training and testing randomly.The test sam-

ple lengths of three dialects are 3s, 5s and 8s. In case of Telangana

dialect, speech Corpus of 2h 10min length is used for training and 40

min length is used for testing. In Rayalaseema dialect, 1h 10min length

is used for training and 33min is for testing and 2h 07min is used for

training and 40min length is used for testing in Costa Andhra. Fig. 1.4

represents the basic steps to create the Telugu dialogue Database from

speakers speech utterances.

Figure 1.4: Block diagram of database creation

The following criterion is considered during recording speech sam-

ples:

� Speakers involved in the utterance of speeches are different with

respect to age, occupation and education background.

14



� The speech was recorded in various places like public places of

temples, roads, working places like offices, schools, colleges etc.

� Speakers have given freedom to speak on their own topic.

� Huge number of speech samples collected from three dialects of

Telugu spoken language.

The details of database which was created for experiments are depicted

in Table.1.1.

Table 1.1: Datasets of different dialects of Telugu Language

S.No. Dialect

Total
time of
speech
data

Speakers
for each
dialect

Period
of each
test
sample

Age of
speak-
ers

Sampling
Fre-
quency

1 Telangana
2h 35
min

80 3-8s 9-50 44,100Hz

2
Costa
Andhra

2h 47
min

75 3-8s 9-50 44,100Hz

3
Rayala-
seema

1h 43
min

75 3-8s 9-50 44,100Hz

The different parameters are used to create the database are shown

in Table.1.2.

1.6 Tools Used in Database Creation

1.6.1 PRAAT Tool

PRAAT is one of the famous and oldest speech analyzing tool, where

we can record or edit the speech signal. The PRAAT tool can extract

the prosodic feature of the speech signal like pitch, intensity, formats,
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Table 1.2: Different parameters are used in database creation

Tools used for recording
and editing

PRAAT tool, Sony ICD-PX470 4GB
Digital Voice Recorder, Streaming
Audio Recorder

Speakers age 9 to 50

Number of dialects 3

Number of speakers in
each dialect

Telangana (80), Costa Andhra (75)
Rayalaseema (75)

Sample rate 44kHz

Channels MONO

etc. PRAAT could be an exceptionally adaptable device which exam-

ines the speech. It is useful for the investigation of spectrography, the

synthesis of articulation, and neural systems. It is freeware and freely

downloadable from “http://www.fon.hum.uva.nl/praat/” [10]. PRAAT

tool provides different applications for generating waveforms, spectro-

gram (wide and narrow), playing recorded sound in reverse, track the

pitch. It facilitates for filtering the speech signal with different filters

like high-pass filter, low-pass filter, band-stop filter, and band-pass fil-

ters. It also useful, to refine the speech signal by enhancing regions,

label words, syllables, segments, or individual phonemes. Animated

plots and outline models can be designed for vocal tract which makes

particular sounds by PRAAT tool [11].

1.6.2 Sony ICD-PX470 Digital Voice Recorder

The PX Series of Sony digital voice recorder is a useful device for

business applications in which voice recordings are useful [12]. This PX

series of Sony recorder has 4GB internal memory and can be extendable

up to 32GB internal memory with memory cards.
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It is an intelligent device which reduces nice using its cut function of

nice. It also navigates individual recordings with its cues of track mark

based system. Sony voice recorder smoothens the voice to listen even

the voices are recorded in public places which adds noise influences of

wind, air, and other sounds. It eliminates noise and smooths the voice

using different filters which are available in it. It also capable to filter

out low frequency voices when voice is recorded using low cut filter. This

recorder stores the voice file in formats viz., PCM and MP3 files.

The PCM file occupies more memory and contains larger sound de-

tails whereas MP3 files are compressed and takes less memory. The MP3

files are popular to store large recordings and huge speech utterances.

It consist of auto recording facility and ICD-PX 470 which is capable

of recording voice automatically without noise and sets optimisations

setting in order to access local track frequencies. This recorder has S-

microphone which is useful to capture loud or quiet voices or sounds. It

can also capture low frequency voices.

1.6.3 Streaming Audio Recorder

Streaming audio recorder is a powerful and popular tool for enrich-

ing the voices in music entertainment. This recorder is useful to capture

and record the voices or sound from music websites, various video plat-

forms, radio stations, video streaming or voice charts effectively [13].

This device can record voices or sounds from different devices si-
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multaneously including computer and microphone and stores recorded

audio in different output formats like MP3, FLAC, and WMA etc. As the

sounds are stored in high quality, these recorded sounds can be used in

several applications including gadgets, speech processing applications.

It is also help full to organise the audio file in batch format in turn edit-

ing is simplified. It provides the facility to match the audio files and split

the large audio files into small files.

1.6.4 Average Filter

While recording the speech signal, there is some background noise

or noise from headphones are also added. In order to delete the noise

from the speech signal before extracting the features, the Average filter

is used[14]. By using the average filter, replace all the features with their

averages, thereby eliminating the noise. It can be used in images or sig-

nals to smoothen the blur or noise signal with preserving the boundaries

[15]. The Fig.1.5 shows the before and after applying the average filter.

Figure 1.5: Working of an average filter
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1.7 Research Objectives

� Find out an accurate model to identify the dialects of the Telugu

Language from raw speech signal.

� As there is no standard database for Telugu language to do re-

search in dialects, create a database for Telugu Language corpus

for dialect identification, thus research work may be improved.

� As the performance of dialect identification system increases the

accuracy of ASR, the performance of dialect identification should

be improved in turn to provide new services in different fields like

telemedicine, formers, health care which are helpful for older and

home bound people.

� Implement the accurate model with different feature extractions to

identify the dialects in different scenarios, using various features

like spectral features and prosodic features of speech utterances

and different statistical models.

� Deriving new feature vectors and optimized feature vectors from

existing conventional features of speech utterances.

1.8 Major Contributions of The Research Work

� Text independent dialect identification task has been discussed.

� Database is created for the dialect of Telugu language.

� The significance of acoustic-prosodic features for text- independent

dialect identification tasks has been demonstrated.
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� New feature vectors are derived from different traditional prosodic

features and spectral features and implemented dialect identifica-

tion system using Hidden Markov Model (HMM), Gaussian Mixture

Model, Deep Neural Network (DNN) and the K-Nearest Neighbor

(KNN) model.

� The significance of hybrid features by concatenation of Spectral

feature vectors (i.e. MFCC + ΔMFCC + ΔΔMFCC) and prosodic

feature (i.e., PITCH and LOUDNESS) has been illustrated with dif-

ferent statistical models like HMM, GMM and DNN models.

� The prominent role of different features has been established in

identification of dialects from raw speech signals.

� Investigated to determine the optimal features by reducing the di-

mensionality of feature vectors to speed up in identification of di-

alects and improve the Dialect Identification system performance.

� Derived the new features by modifying the frame level and utter-

ance level features and created system using the Deep Neural Net-

work (DNN) model to identify the dialects. The performance of sys-

tem is compared with existing works.

1.9 Motivation for The Present Work

We believe in the fat that “A dialect belongs to one of the form of a

particular language which is spoken by human beings belong to spe-

cific region or social group. The dialects in the language differences in

pronunciation, grammar, syntax or vocabulary”, which is the primary
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motivation for our present work. The Dialect identification helps us to

develop some sort of e-services like e-health, e-market, e-education, tele-

phonic services etc. which helps for older and homebound people also.

It can even provide a better education services by identifying the di-

alect because if teaching happens in same dialect then it is very easy to

understand. Dialect Identification improving the performance of ASR,

which are available in every electronic gadgets. The usage of hand held

devices is increased rapidly in a wide range of different applications and

grown in popularity in which speech is a one input. This motivated us to

design an automatic Telugu dialect identification system using shortest

utterance of speech. Due to the popularity and usage of speech based

systems, the research area of dialect identification has attracted more

researchers of speech processing to design a system for identifying re-

gional dialects in Telugu.

Thus, the aim of the research is to improve the performance of dialect

identification system and reduce the complexity of the identification sys-

tem with respect to training and testing phases. This is achieved in our

work by deriving new features from the spectral and prosodic features

of speech frames and also with optimized features which have reduced

in dimensionality and no redundant data.

1.10 Organization of Thesis

The thesis is organized into six chapters. A brief overview of the chap-

ters and their contents are as follows:
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Chapter 1 is introduction which explains the background of dialect

identification and Telugu language clearly. It presents objectives of work

and also explains challenges and motivation for Dialect identification.

Chapter 2 presents research work in the literature survey in the field

of dialect identification and speech processing. This literature survey

chapter starts with different features for speech processing and dialect

identification. Further. It explains the existing approaches for dialect

identification and their related works. Finally, the need of work is ex-

plained.

Chapter 3 deals the identification of dialects using spectral features,

extracted from the speech signals. The chapter starts with the feature

extraction of MFCC, Delta MFCC, and Delta Delta MFCC from speech

utterance. This chapter explains the different statistical models like

the Gaussian mixture model (GMM), Hidden Markov model (HMM), and

Deep Neural Network (DNN) based Dialect Identification with the ex-

tracted features.

Chapter 4 describes the prosodic features based dialect identification

system. The prosodic features also called supra segmental features, ex-

tracted from the speech signal are pitch, intensity, formants, energy,

etc. This chapter establishes the role of prosodic features in identifying

the dialects of Telugu Language from shortest duration speech utter-

ances.
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Chapter 5 deals with deriving new features from the traditional Spec-

tral and Prosodic features. This chapter presents the procedure to derive

new features from spectral features and prosodic features. This chapter

also deals with the reduction of dimensionality of feature vectors using a

Principal Component Analysis (PCA). The performance of models based

dialect identification system is evaluated towards the end of the chapter.

Chapter 6 presents the overall performance evaluation of different

approaches for dialect identification tasks of the Telugu language.

Finally, in Chapter 7, summary of the research work and contribu-

tions for implementing dialect identification system has been presented.

The future scope and directions for further research work in dialect iden-

tification are discussed.
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Chapter 2
LITERATURE SURVEY

2.1 Introduction

In this chapter, different existing techniques for Dialect identifica-

tion systems (DIS) have been explored. The methods for identifying the

dialects are divided into two categories. They are signal base dialect

identification systems and text-based dialect identification systems.

In signal-based dialect identification approaches, the dialects are

identified based on acoustic-phonetic and prosody information using

raw speech signal.Whereas, in the text-based dialect identification sys-

tem, the phonotactic, word Level, and continuous speech data are con-

sidered to identify the dialects.

The main difference between these two approaches is that, the seg-

mented and labelled speech corpus is not required in signal-based di-

alect identification to identify the dialects. The performance of text-

based dialect identification systems is admirable than the signal-based

dialect identification systems. Research in the dialect identification has

been conducted for more than twenty years and many of the technology

and techniques are developed.

This chapter is organized as follows: the different features for speech

processing and dialect identification in section 2.2. In section 2.3, dif-
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ferent approaches for dialect identification are explained. Section 2.4

represents the difficulties in dialect identification and the need of this

research in dialect is mentioned in section 2.5. Section 2.6 gives the

summary of conclusion.

2.2 Different Features for Speech Processing
and Dialect Identification

George [16] surveyed several issues to recognize dialects of different lan-

guages.

Barly [17] used terminology pronounced by the same region human be-

ings to identify the dialects from the speech. This was the first dialect

identification system in order to check the Midland dialect.

Imène GUELLIL et al.[18] proposed a method for identify the dialects

from Arabic speech in social media. This was implemented using unsu-

pervised algorithm and lexicons. Authors implemented dialects recog-

nition system to identify Algerian and French with 25086 words. It is

extracted from social media messages using text based approaches [3].

Sreeraj V V Rajeev Rajan [19] identified the Malayalam dialects by con-

sidering the fusion of MFCC and Teager energy operator (TEO). The Sup-

port Vector Machine (SVM) was used for classification purposes. For

identifying the dialects, the authors created the database in the studio

environment, for four dialects of Malayalam with 300 speech samples

for each dialect. The experiments were carried with MFCC and TEO
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separately, and then combined feature vectors. The Performance of the

system was 65% with MFCC, 75.3% with TEO, and 78% with combined

features.

Saud Khan et al.[20] identified the Pashto Language dialects using MFCC

and SVM. Authors created database by collecting the voice samples of

different regions. The Cepstral features which are laid on optimal class

boundaries are calculated by using different statistical parameters by

SVM. These features were considered for identifying Pashto dialects. The

result produced by SVM is impressive with MFCC features.

Suwon Shon, Ahmed Ali [21] recognized the dialects of Arabic Language

by using different acoustic features like MFCC, Mel–Scale filter bank en-

ergies (FBANK) and spectral energies on Multi-Genre Broadcast 3 (MGB-

3) data base. To identify the dialects, authors used end to end DID sys-

tem and Siamese Neural network. Authors also considered the similari-

ties and dissimilarities between the dialects for reducing feature vectors

dimensionality and to increase the performance of dialect identification

system. The performance of model with FBANK was 78% which was

quite impressive compare to MFCC (i.e., 73%).

Mahnoosh Mehrabani et al.[22] analyzed the difference dialects of Ara-

bic Language and also South Indian languages. Authors first calculated

the spectral acoustics variance between dialects to clearly analyze the

difference between dialects. To identify the dialects, authors used GMM
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model with MFCC features. The statistical log likelihood was used to

identify the dialects of Arabic Language. Second, the Authors proposed

text-independent dialect identification by extracting the Pitch and En-

ergy contour from continuous speech. The results produced by models

are consistent. However authors did not consider the Loudness, Gram-

matical structure and stress etc., to identify the dialects.

Jacqueline Ibrahim [23] designed a dialect identification model to rec-

ognize the eight dialects of Indonesian speech. In order to implement

Indonesian dialect identification, MFCC, spectral flux, and spectral cen-

troid of speech utterances were used. The authors used the SVM classi-

fication method and k-means classification technique to implement this

Indonesian dialect recognition system. The system reported 55% perfor-

mance with SVM.

Mona Abdullah [24] reported the performance of Assamese dialect iden-

tification system with different models like GMM and GMM-UBM and

MFCC feature vectors. Authors carried out experiments to identify dif-

ferent dialects of Assamese (Kamrupi and Goalparia) with 13 hours 30

minutes speech corpus of Assamese language. The system showed good

performance with 85.7% for GMM and 98.3% for the GMM-UBM model.

Tanvira Ismail et al.[25] designed a model to recognize the Kamrupi

dialects from spontaneous speech utterances. Spectral features like

MFCC and GMM were used to design the dialect identification system
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and reported accuracy was 89.9% with GMM.

Grabe, E et al. [26] designed a word-level-based model to classify the

dialects of English using speech signals. The acoustic features were ex-

tracted from the word level of English speech. The speech Corpus of

Intonational variations in English (IViE) was used to carry out the ex-

periments. Authors extracted features from Word Level but phonemes

or syllables of the speech signal were not considered. Authors used dif-

ferent classification methods like SVM, XGB (Xtreme Gradient Boosting)

ensemble algorithms. In this, the Authors consider only spectral fea-

tures.

Mengistu, Melesew et al.[27] the Amharic language dialects were identi-

fied with independent of the text. MFCC and its variants like ΔMFCC,

ΔΔMFCC were considered to carry out experiments on Amharic lan-

guage speech Corpus which was collected from 100 speakers. Vec-

tor quantization (VQ), GMM, and hybrid approaches were designed to

implement dialect identification and it was established the importance

of MFCC, ΔMFCC, and ΔΔMFCC in the identification of dialects with

85.9% accuracy.

Trang et al. [28] used different features and reduction methods to

create speech recognition system using MFCC with different features

and PCA was used to reduce the feature vectors. It was observed that

MFCC+PCA with HMM performed well and gave good results with 92.2%.
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The phoneme of speech utterances were analyzed with different features

dimensions using VBPCA [28].

Ghosal et al. [29] used different features based on occurrence pat-

tern of Zero-Crossing Rate (ZCR) and Shot Time Energy (STE) with co-

occurrence matrix. The performance was improved with these features

using Support Vector Machine (SVM).

Nagaratna B et al. [30] implemented dialect recognition system to recog-

nize the Kannada Dialects using SVM and Neural Networks. The MFCC,

ΔMFCC and ΔΔMFCC features were used to identify the dialects. The

Neural Networks was trained on sentence level features. The Hyper pa-

rameters of Neural Networks and SVM were chosen using grid search

method. Overall, the Neural networks have performed well compared to

SVM.

Ambareesh Prakash et al. [31] investigate the role of the different fea-

tures like Spectral features and Prosodic features to recognize the nine

British Isles dialects. The experiments were carried out using an Intona-

tional variation of speech utterances and different classification meth-

ods SVM, Decision tree, and SVM ensemble classification. The authors

used spectral features like Cepstral coefficients, Shift Delta coefficients

(SDCs), Spectral Flux, Entropy and Prosodic features like Energy, Pitch

of speech utterances to discriminate the nine dialects of British Isles.

Overall Ensemble classifier outperformed compared to Decision tree and
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SVM methods.

Chitturi, R et al. [32] used hybrid model to identify the Spanish Di-

alects by combining different dialect dependent features like Formants,

Line spectral pairs and Hybrid features MFCCs+ Energy+ Pitch. The

model GMM-SVM produced 30% improvement in the performance by

applied the combination of features compared to individual feature per-

formances.

Tzudir et al. [33] recognized the dialects of Nagaland, India. In this,

authors considered three dialects Changki ,Chungli, and Mongsen. The

idiosyncratic tone assignment was used to discriminate the different di-

alects. The GMM model and the spectral feature like MFCC and tonal

features like F0, ΔF0, and ΔΔF0 were considered for the experiments.

The model produced the 85.1% with MFCC and 86.2% with combined

features.

Zergat et al. [34] proposed, a new approach for automatic speaker recog-

nition using PCA method for reducing the feature vectors generated by

model GMM-SVM at the back end. The results obtained by GMM-PCA-

SVM were impressive than GMM-SVM alone. The error rate was reduced

by 16% by GMM-PCA-SVM compared to GMM-SVM model.

Zissman et al. [35] identified the dialects of Latin American Spanish by

using PRLM model. For this, authors created the extemporaneous and

conversational database which is spoken in Spanish. The MFCC and
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Delta MFCC feature were used to recognize the two dialects of Spanish

i.e., Cuban and Peruvian dialects. The likelihood score was used to dis-

criminate the corresponding dialects of Spanish.

Rong Tong et al. [36] proposed the hybrid features to identify the spo-

ken language. Phonotactic, Prosodic, Acoustic features and combined

features were considered and experiments were carried out with each

feature set. Authors used NIST 1916 and 2003 LRE database for ex-

periments. The different features extracted from speech utterances are

spectrum, n-gram phonotactic, bag of sounds, duration and pitch. From

the experiments, authors identified the 12- languages and concluded

that prosodic features provide good results with shorter utterances and

phonotactic features produced good results for longer speech utterances.

Wang et al. [37] proposed a new spectral subtraction method to in-

crease the performance of Speaker Recognition System used in Vehi-

cle interior. The traditional spectral subtraction method was produced

less results in noisy conditions. To overcome the problem of traditional

method, authors proposed a complex plane spectral subtraction method

by modifying the phase difference between noise and clean signal is zero.

The GMM model was used for classification purpose. The experiments

were carried out on TIMIT database. Overall the model performance was

impressive with complex spectral subtraction compared to traditional

method.
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Jain et al.[38] proposed the Language identification system with reduced

features. Authors applied SVD (Singular Value Decomposition) method

to reduce the feature vector size alternative to the traditional methods.

Firstly, the GMM –UBMmodel with MAP method produces the super vec-

tors. These super vectors are given input to the proposed SVD method to

find the unique and important features by applying the proxy projection

technique. The proposed method increased the accuracy by 8.4% com-

pared to traditional i-vector based LID for 30s speech utterance. These

experiments was conducted on CallFriend dataset which contains 12

languages.

Faragallah et al. [39] proposed a robust method to identify the speaker

from noise speech. Authors proposed two methods Multiple Kernel

Weighted Mel Frequency Cepstral Coefficient (MKMFCC) and support

vector machine (SVM) to identify the speakers. Firstly, extracted the cep-

stral coefficients, accelerated and differential coefficients from speech

utterances then MKMFCC and SVM methods were used. The MFCC-

SVM produced good results compare to MKMFCC-SVM method.

2.3 Different Approaches for Dialect Identifi-
cation

Zissman et al.[40] identified the dialects of Spanish in the Miami

corpus by using the Phone Recognition followed by Language Model-

ing (PRLM). The PRLM model produced better results in classification of

dialects of Cuban and Peruvian dialects in Spanish language. The accu-
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racy produced by model is 84%.

Ma et al. [41] designed a system to recognize the three Chinese dialects

by using MFCC features and multi-dimensional pitch flux features. The

GMM model used to classify the dialects with test sample duration was

15s. The error rate is reduced by 30% by adding pitch flux features to

MFCC. The dialect identification model reported 90% performance for

identify three dialects.

Alorfi et al. [42] identified the Arabic dialects (Gulf and Egyptian Arabic)

by using the ergodic HMMs with MFCC features. In this the phonetic

differences between two Arabic dialects was considered.

Chittaragi et al.[43] Modelled Kannada dialect identification model to

recognize five Kannada dialects with prosodic features and different

speech processing models. The author’s used SVM and Neural networks

for the experiments and achieve good results for the shortest duration

of test samples.

L. R. Arla, et al. [44] proposed a multiclass language identification us-

ing Convolution neural network method. For this, authors used MFCC

spectral features which are extracted form short duration (2 to 4ms) of

speech samples to identify the four Indian languages (Telugu, Bengali,

Tamil and Gujarati). The CNN model gave 88.82% accuracy, which is

good accuracy when compared with machine learning models.
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Kim, H Park, J S [45] proposed the language identification by using

speech rhythm as a feature for multi-lingual ASR. The SVM and i-vectors

were used for the LID and proved that Rhythm provided the very good

information about language–discriminative information, compare to re-

maining acoustic features. The computational cost and efficiency of the

proposed system was quite impressive by using rhythm as a feature vec-

tor.

Reddy et al.[46] GMM importance was proved in speech processing ap-

plications like LID using spectral features in order to create a compact

reference model.

Chen et al. [47] a speech-based NAO robot was proposed. The speech

utterances were considered as inputs in the prototype of the NAO robot.

The Hidden Markov model and GMM were used to implement this sys-

tem. The results were impressive with HMM.

Sadanandam M and Prasad V [48] proposed spoken language identifica-

tion system using robust features. For this, 12 MFCC features and five

formant features were extracted from short duration of speech samples.

The 17-dimnesional feature vectors were reduced to 8-dimentional fea-

ture vectors. This dimensionality reduction improved the performance

in LID in Indian Languages.

Ibrahim et al. [49] Arabic dialects were recognized with GMM model. To

carry out experiments, spectral and prosodic feature vectors were ex-
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tracted from seven Quranic accents of Malay speakers. In this work,

the authors used GMM and reported the performance of the system was

more with combined features compared to individual feature vectors.

Tong et al. [50] explored experiments with different features to establish

their role in speech processing. The authors also established the role of

low-level features like MFCC and Pitch.

Chittaragi and Koolagudi [51] The dialects of Telugu were recognized us-

ing prosodic features with the Nearest neighbor algorithm. The authors

considered the small database for the experiments. The reported perfor-

mance was 78% with the prosodic feature.

Chittaragi et al.[52] Dialect identification was proposed to recognized

nine dialects of British English using spectral features and different

statistical methods. SVM, Gradient boosting methods were used and

achieved the results of 78.8% and 80.5% respectively.

Ferrer et al.[53] proposed lower-level feature vectors-based system to

identify the dialects in L1-English and L1-Japanese. The role of the

MFCC feature vector and prosodic feature (pitch, duration, and inten-

sity) was established in identifying the dialects in said two languages.

The experiments were carried out using GMM with different individual

and combined feature.

S. Shabani and Y. Norouzi [54] proposed a recognition system to identify
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the discrete spoken words of Persian language by using the Neural net-

works with Principle Component analysis (PCA). For this, authors col-

lected the data words by recording the predefined words from 20 speak-

ers, each one uttered 10 words. 150-MFCC features are extracted from

uttered speech words. Dimensionality reduction technique with PCA

was used to report small training time and achieved good performance

with 86%.

Manjushree B et al. [55] proposed a system, to enhancement the speech

signal which is used in speech and emotion recognition systems. When

the speech is recorded, the background noise may be added to the

speech signal then it is reduce the performance of system. In this, au-

thors extract the MFCC features from noisy signals and given to PCA

model for reducted feature. By calculating Eigen values, eliminate the

noise features from the signal and applied to HMM model to enhance

the signal and identify the emotion from speech signal.

Shen et al. [56] analyzed PRLM framework and implemented dialect

recognition system to identify the dialects in Mandarin and English lan-

guages. This PRLM gave a good performance with syllable features.

Torres-Carrasquillo et al. [57] developed a system to recognize dialects

of Mandarin and Spanish languages using shift delta cepstral(SDC) fea-

tures with the GMM model. They reported 70% of accuracy in the iden-

tification of dialects.
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Torres-Carrasquillo et al.[58] proposed dialect identification system with

SDC features using GMM modelling technique to recognize dialects of

Chinese and Arabic. The hybrid features were derived using the SDC

features and vocal tract length normalization.

Chen et al. [59] proposed a system which automatically identifies Amer-

ican vs. Indian English accents by using the set of biphones by recog-

nizing phones of speech utterances using log-likelihood ratios.

Santosh Gaikwad et al.[60] proposed accent identification system by

comparing the different acoustic features of speech signal. The acoustic

features used in the system was formant frequency, energy and pitch to

identify accents for English language.

Qin Yan et al.[61] published the comparative study for identify the ac-

cents of English (American and British) using acoustic features and

prosodic features with different speech processing models.

Gang Liu et al.[62] proposed an automatic dialect identification system

using hierarchical UBM model instead of normal UBM model and differ-

ent features like SDC and perceptual minimum variance distortion less

response (PMVDR) to identify Spanish dialect.

FadiBiadsy et al.[63] establish the importance of the prosodic feature by

implementing the Automatic Arabic dialect recognition system and re-

ported good accuracy for 30s test utterance.
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Sadanandam et al.[64] proved the HMM performed well in speech pro-

cessing applications by implementing LID using the spectral and prosodic

feature vectors which are derived from the windowed speech signal. The

HMM models represents huge feature vectors and their relationship in

compact effectively.

H. C. Soumiaet al.[65] studied the performance of SVM and DNN model

by designing dialect identification of Algeria Arabic dialects using acous-

tic features. It was proved that the DNN performed well with the shortest

duration of test samples.

Tailor J.H et al.[66] examined the performance of the Hidden Markov

Model in speech processing applications: Speech recognition system

(SRS) for identifying India Gujarati language. With HMM, the good per-

formance was reported.

Ignacio Lopez et al.[67] studied the purpose and working of Deep Neu-

ral Networks (DNN) of sequential model for identifying the language in

speech processing applications. The sequential DNN model performed

well.

2.4 Difficulties in Dialect Identification

Identification of dialects in a particular language is a more complex

task compare to recognize the language form from raw speech because

there exists more similarity in different dialects in a particular language.
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An initial problem in the fast years of Dialect Identification was the lack

of availability of database.

In Dialect Identification, the feature extraction is the first phase. This

step is part of training phase and testing phase of the system and plays

a vital role in the accuracy and performance of the system. The rep-

resentation of huge features to identify the dialect is very difficult and

also, the selection of feature category and feature vector in particular

category influences the performance of system so that feature selection

and extraction is important task for dialect identification.

The speech produced by humans is estimated by the shape of their

vocal tract (including tongue, teeth, etc.). In order to identify the sound

produced by human being correctly, it is required to represent the shape

of vocal tract. It is very difficult to represents the envelope of power spec-

trum and extract the features from the spectrum. In a language, some

of the words are pronounced same way in different dialects. It is very

difficult to discriminate those words with spectral features.

The nasal sounds play vital role to discriminate similar words of

a language. The extraction of Prosodic features from short duration

speech samples is complex task. The accuracy of system depends on

the dimensionality of feature vectors and reducing of features and elim-

inate redundant data.

For any speech processing applications including dialect identifica-
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tion, modelling techniques is also an important task in order to repre-

sent huge data samples in compact representation. So that, the selec-

tion and implement a modelling technique for dialect identification is an

important task.

2.5 Need for Different Approaches of Research
in Dialects of Telugu Langauge

From the review of the existing systems, it is observed that very few

attempts were made to identify the dialects of Telugu language. It is ob-

served that the dearth of database is primary reason to less research in

identification of Telugu dialects. The Dialect Identification helps in im-

prove some services like telephonic-services, e-health, e-education etc.

for rural people also. The dialect identification is used in automatic

speech based system like e-health, e-market system people calls directly

are connected to the identification system without participation of tele

call receiver etc., as it is very useful in different applications which are

easy to rural people. As there is no standard database, Telugu language

database has been created by us from collecting speech samples of dif-

ferent people of age in different places.

It is also observed that, most of the dialect identification system of

different languages extracted either spectral features or combination of

spectral features to increase the accuracy. The Dialect identification

with respect to prosodic features is very less even thorough, these fea-

tures provide very important cues with respect to nasal sounds to clearly
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discriminate the dialects of a language. So, in this an attempt had been

made to identify the dialect with Spectral features and prosodic features

and also combined the spectral and prosodic features to clearly discrim-

inate the dialects and also to increase the accuracy of models.

When combine the different features the resultant dimensional size

of the feature vectors is huge and it takes long time to train the model.

So, it is required to apply the different dimensionality reduction tech-

niques to reduce, the time taken to train the model and also increase

the accuracy of models. The models also very important to identify the

dialects. The different Machine learning and Artificial Intelligence are

techniques are used in identification of dialects. We made an attempt to

apply the Deep learning techniques to identify the Telugu Dialects from

short duration of speech samples.

2.6 Conclusion

In this chapter, a review of different methods to extract feature vec-

tors used in speech processing including dialect identification has been

discussed. The importance of different modelling techniques in the state

of art system was presented with different kind of feature vectors of

speech utterances. The difficulties need of new approach in designing

dialect identification is also presented.
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Chapter 3
SPECTRAL FEATURES BASED TELUGU

DIALECTS IDENTIFICATION FROM SPEECH

3.1 Introduction

Dialect Identification system is to identify the dialects of speech ut-

terance of human being in Telugu Language using shortest duration.

As specified in chapter 1, Telugu language consists, three dialects

namely Telangana, Costa Andhra, and Rayalaseema. The challenge of

research is to improve the accuracy of identification with shortest du-

ration of utterance. There are different types of features are considered

like acoustic, stress, intonation etc., to discriminate in a particular lan-

guage [31]. The shape of the vocal tract determines the speech which is

generated/uttered by human beings. The speech signal representation

depends on the shape of the vocal tract such that if it is determined cor-

rectly, then the sound of speech is represented correctly [33]. The shape

of the vocal tract is represented by the envelope of the power spectrum

in time. The spectral feature of signals represents the envelope of the

power spectrum [35]. The acoustic features which are derived from the

raw speech signal are important features including spectral features and

prosodic features.

The Mel Frequency cepstral coefficients (MFCC) features describe the

spectral properties of speech signal which are useful to discriminate
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the three dialects of Telugu Language. The general model of dialect

identification is shown in the Fig.3.1.

Figure 3.1: Basic working of general model

Like any speech processing model, the general model of dialect identi-

fication system consists of two phases: training phase and testing phase

as specified in Fig.3.1.

As in the state-of-the-art systems, there are popular methods to ex-

tract the feature vectors from the raw speech signal by using framing

and windowed speech like MFCC, Prosodic, TEO, SDC features, etc.[31],

[33], [41]. These feature extract methods must be similar in training and

testing phases.

In the first phase of general model, the suitable feature vectors are

extracted from speech utterances of human beings. These extracted fu-

tures are given as input to training model to create the reference model.

In testing phase, the feature vectors of test speech utterances are given

to the input for trained models of dialects and evaluated to get likelihood

score. The model with maximum likelihood score gives the dialect of un-

known utterance of speech.
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In the literature, there are several speech processing modelling tech-

niques like HMM, GMM, SVM, PRLM and DNN etc., which are derived in

the training phase of the dialect identification system to create a refer-

ence model for compact representation of huge feature vectors.

In this Chapter, dialect identification system has been designed us-

ing MFCC feature vectors and its variants. By using HMM, GMM and

DNN models, dialect identification systems have been designed. Initially,

the database of Telugu language for dialect identification has been cre-

ated by collecting speech samples from different age people and different

places. Then HMM, GMM and DNN based dialect identification systems

have been designed.

This chapter is organised as follows:

Section 3.2 explains the feature extraction process and phases of

MFCC and delta MFCC and delta delta MFCC. Section 3.3 describes

different statistical models like HMM, GMM and DNN. Section 3.4 rep-

resents the methodology used to design the Telugu dialect identification

system. The results of different dialect identification systems have been

presented in section 3.5 and conclusions are described in section 3.6.
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3.2 Feature Extraction

The feature extraction from input data is the first phase of any pat-

tern recognition system. This step is part of training and testing phases

of the system and these are similar. The feature vectors play a vital

role in the accuracy and performance of the system [75]. The selection

of feature category and feature vectors in particular category influence

the performance of system. In this proposed system, Mel Frequency

Cepstral Coefficients (MFCC) and its derivative features are used to im-

plement dialect identification system to identify Telugu dialects.

3.2.1 Mel Frequency Cepstral Coefficients (MFCC)

MFCCs are the most popular features which describe speech signal

that is taken as an input from the speakers in ASR systems. It is useful

for getting the spectral features from human voice. These features are

derived based upon the frequency domain by using the Mel scale which

is dependent upon human ear scale. Thus it will mimic the human ear.

The main phases involved in MFCC feature extraction is shown in the

Fig.3.2.

The extraction of MFCC feature vectors from short duration of speech

involves Pre-emphasis of speech signal, Framing and windowing of speech

signal, Fast Fourier Transformation (FFT), Mel spectrum calculation and

applying Discrete Cosine Transformation (DCT).

Pre-Emphasis: It is used to maintain the higher frequencies in speech

signal. This phase balances the spectrum of speech signal at higher
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Figure 3.2: MFCC feature extraction

frequency regions because the glottal source for voiced sounds has an

-12 dB/octave (approximately) slope [28]. However when we pronounce

any speech signal, the acoustic energy generated from lips +6 dB/active

(approximately) to sustain the spectrum. When the speech signal is

recorded by micro phone, it deviates with original spectrum of vocal tract

by -6 dB/active octave. To reduce the glottal effects of vocal tract, pre-

emphasis is used. The equation 3.1 represents general transformation

function used for pre-emphasis filter

H(z) = 1− sz−1 (3.1)

Where, z is the input vector. The slope of the filter is controlled by

the value of s. In this the value of s used is 0.9.
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Framing and Windowing: As speech signal is quasi stationary signal

in nature, short period of speech signal is considered to extract the fea-

tures of important characteristics of human speech signal. Therefore,

the analysis of speech signal always is performed on short segments in

which assumed that the characteristics of speech signal are stationary.

In this, the size of the window is 20ms and advanced every 10ms. The

20ms analysis window was used to get good spectral features and 10ms

was used to track the temporal characteristics of speech utterance.

While taking the DFT on the signal, a Hamming window is added to

each frame for increasing harmonics, smoothening the edges, and de-

creasing the effects of edge by taper the signal to frame borders.

Fast Fourier Transform (FFT):

The speech signals initially in time domain format. To convert the signal

from time domain to the frequency domain, applied the FFT. In FFT,

while converting signal into the frequency domain, every frame should

contain the same number of samples ((Nm) samples). The Fast Fourier

transformation, on the given set of Nm samples is shown in equation

3.2.

Tk =
Nm−1∑
m=0

Tme
−j2πkm
Nm (3.2)

where k = 0, 1, 2, 3, ...Nm−1

For converting the time domain signal to frequency domain, basically
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FFT and DFT methods are used. The basic difference between these two

methods is, in DFT, N-M samples are transformed to frequency domain

whereas in FFT, the frame was divided into smaller DFT’s here N is num-

ber of samples and M is overlapped samples.

Mel Spectrum:

After applying the FFT, the resultant signal was passed as input to the

band-pass filters for compute the MEL Spectrum. The band-pass filters

also known as Mel-filter bank. A Mel is nothing but the measure of

perceived frequency by the human ear. It does not correlate linearly to

the physical frequency of the speech because of the auditory system of

human being where the pitch is not linearly perceived. The Mel scale is

logarithmic spacing above 1kHz but below 1kHz it is linear in frequency

spacing [4]. The conversation from physical frequency to Mel frequency

is done by equation 3.3.

Mel(f) = 1125× ln(1 + f/700) (3.3)

where f denotes the physical frequency in Hz, and Mel denotes the per-

ceived frequency [2].

The filter’s centre frequencies are usually equally spaced on the fre-

quency axis. The triangular band pass filters are used to get required

cepstral coefficients and also smoothen the harmonics. The Fig.3.3

shows the triangle filter banks with Mel frequency warping.

48



Figure 3.3: Mel filter bank

TheMel spectrum of the magnitude spectrum X(k) is obtained by the

multiplication of magnitude spectrum X(k) and triangular Mel weighting

filters given in equation 3.4.

s(m) =
n−1∑
k=0

[
|X(k)|2

]
Hm(k) (3.4)

Where 0 ≤ m ≤ M − 1 where M is triangular Mel weighting filters [5,

6].The calculation of weighted filter given in equation (3.5).

Hm(k) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

0, = k < f(m− 1)

2k−f(m−1)
f(m)−f(m01)

, = f(m− 1) ≤ k ≤ f(m)

2(f(m+1)−k)
f(m+1)−f(m)

, = f(m) ≤ k ≤ f(m+ 1)

0, = k < f(m+ 1)

(3.5)

The weight of kth energy spectrum bin is given by Hm(k) by considering
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the mth output band

Discrete Cosine Transform (DCT):

The energy levels in subsequent bands are correlated because of the

smoothness of the vocal tract. The DCT is applied to convert the Mel fre-

quency coefficients to cepstral coefficients. Because of the smoothness

of vocal track, the adjacent bands in energy levels are correlated. The

DCT is applied to get the uncorrelated coefficients by transform the Mel

frequency coefficients. Before calculating the DCT, The Mel spectrum

represents linearly in a log scale. As a result, the cepstral domain sig-

nal has a quefrequency peak matching to the signal’s pitch and a more

number of formats representing low quefrequency peaks. So, that most

of the speech information is presented in first few MFCC coefficients and

ignoring the components of higher orders DCT [10]. In last step, MFCC

is computed as [10]

c(n) =
M−1∑
m=0

log10 (s(m)) cos

(
πn(m− 0.5)

M

)
(3.6)

where n = 0, 1, 2, ...C − 1

where c(n) represents cepstral coefficients, and C represents number of

MFCCs

Only 8–13 cepstral coefficients are used in traditional MFCC systems.

The zeroth coefficient is usually ignored since it reflects the input

signal’s average log-energy, which contains very little speaker-specific

information.
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MFCC feature vectors capture the information from spectral envelope

of each frames of speech signal. But it ignores dynamic information. As

dynamic information is also important for some speech processing ap-

plications including dialect identification. The Delta and Delta-Delta

MFCC features are considered. These features are calculated by deriva-

tion of original MFCC features.

3.2.1.1 Delta MFCC

Derivation of MFCC feature vectors gives Delta MFCC. These Delta

MFCC features help to represent the related Delta features to the change

in cepstral features with respect to time. They also represent the change

between the frames. They give the temporal information in the speech

signal for each frame. As MFCC feature vector size is 13, Delta MFCC

size also 13.

3.2.1.2 Delta Delta MFCC

Derivation of Delta MFCC feature vectors gives Delta Delta MFCC fea-

ture vector (ΔΔMFCC). They represent the change in the delta features

between the frames. They introduce even longer temporal context. They

let us know if there is a peak or valley on the look over part of trajectory.

As Delta MFCC feature vector size is 13, Delta Delta MFCC size also 13.

The delta MFCC is defined as

Δk = fk − fk−1 (3.7)
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Where fk represents a feature and k represents time instance. And the

delta-delta MFCC features calculated as

ΔΔk = Δk −Δk−1 (3.8)

These features cause increasing the performance and efficiency in ex-

traction of data from speech utterances.

Steps involved in MFCC feature extraction:

1. Initially, speech signal is pre-processed and divided into frames

with size of 20ms and overlapping window size is 10ms

2. Magnitude spectrum of each windowed frame of speech is com-

puted using FFT.

3. Mel filter banks is applied on magnitude spectrum of speech signal

to find Mel Spectrum.

4. Apply logarithm to Mel frequency in Mel spectrum of each frame.

5. DCT is applied to logarithmic Mel frames in Mel spectrum for get

Mel frequency cepstral coefficients.

These DCT coefficients are considered as MFCC features. For each

frame, 13 coefficients are extracted and the remaining features are dis-

carded. If derivatives of MFCC are required, extract ΔMFCC, ΔΔMFCC

using first and second derivation of MFCC.

Advantages:

1. It estimates the human system response very better than other

methods.
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2. MFCC features discriminate the spectral behavior of speech signal.

3. It provides good discrimination among the different dialects in a

particular language.

4. The coefficients obtained have less correlation in cepstral coeffi-

cient.

5. It is helpful to get the important phonetic characters of each frame

within the speech signal.

3.3 Different Statistical Models

The performance of any pattern recognition system including dialect

identification system depends on the selection of training model which

discriminate and study the features of input data. The training phase of

any statistical model is used in order to get the behaviour and abstract

representation of inputs. There are several statistical methods like Hid-

den Markov Model (HMM), Gaussian Mixture Model (GMM), and Deep

Neural Network (DNN) methods[7].

3.3.1 Hidden Markov Model (HMM)

The HMM is a popularly and mostly used in the design of speech

processing applications as it is rich in effective mathematical structures

and effectively describes and captures the sequence feature vectors of

speech frames [26]. The Hidden Markov Model (HMM) is a probabilistic

model that is used to find the hidden states by using a set of observed

variables. It depends on Markov chain property in which the future

possible event completely depends on the current possible event, but
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not on the previous event. It is represented by P (Wt|Wt − 1)means that

event Wt is depends uponWt−1, not onWt−2. The basic model of HMM

structure is shown Fig. 3.4.

Figure 3.4: Basic structure of HMM model

The HMM model is described by different parameters namely states

hidden and observable states, probabilities of Initial, Transition and

Emission. The HMM, can extract the compact information from the

input sequence and it describes, the behaviour of speech features well.

From the Fig.3.4, the parameters are

X = X1 , X2 , ... XN are number of hidden states

Yi = Y1 , Y2 , ... YT are sequence of observable

S = a11 , a12 , ...ann is transition probability matrix and
∑n

i=1 aji = 1

E = b11 , b12 , ...bnn are the emission probabilities.

Π = π1 , π2 , ...πn represents the initial probabilities.
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The joint probability is used to, find the state of the event, The equa-

tion 3.9 represents the joint probability of two states.

P (Y,X) = P (Y |X)P (X) = P (xi|zi)× P (zi|zi− 1) (3.9)

Where N is, number of observations.

Hidden Markov models are associated with three problems

1. Evaluation Problem of HMM which is used in testing phase of any

pattern recognition application. It estimates the probability of ob-

servation sequence (O) against given Hidden Markov Model.

2. Decoding Problem of HMM finds the sequence of states produced

for given observation sequence (O=O1,O2,. . . OT) and Hidden markov

model (λ).

3. Learning Problem of HMM is used in training phase of Pattern

recognition system including Speech Processing model and dialect

identification system. It creates a reference model by using given a

HMM model λ and sequence of inputs.

In this phase, compact representation of feature vectors is achieved

by adjusting parameters of HMM (A, B, Π) in order to achieve maximum

p(O|λ). To adjust the model parameter, EM (Expectation-Maximization)

algorithm is used [74].

In our work, MFCC feature vectors are extracted from Telugu speech

utterances of different dialects and HMM is design using problem (3) as
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specified above.

In testing phase of the system, MFCC feature vectors are extracted

from unknown utterances of Telugu speech and evaluated against HMM

of three dialects of observation sequence is calculated using evaluation

problem of HMM.

Advantages:

1. HMM is an efficient learning algorithm means learning happen di-

rectly from raw data itself.

2. It is very flexible means it can handle input sequence of any length.

3. It has wide variety of applications including pattern discovery.

4. It has a good mathematical framework that provides a straight for-

ward solution to related problems and structured frame work.

Disadvantages:

1. In general the successive observations are very often independent

to each other, but HMM assumes that they are independent.

2. The amount of data that is necessary to train HMM is very high.

3. The no. of parameters that are required to establish HMM are also

huge.

4. The trial and error methods are used for selecting the model topol-

ogy.
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3.3.1.1 Gaussian Mixture Model:

Gaussian Mixture Model is more famous to design the speech pro-

cessing model. The GMM model contains certain Gaussian distribu-

tions where data points belong to any one of distribution [11]. The GMM

model is adjusting to elliptic shape and it is a soft clustering technique.

An Expectation-Maximization (EM) technique [75] is used in the GMM

model to set the parameters. It is mainly used when there are latent

variables in data. The probability density function(s) is for a single vari-

able is given in equation 3.10

M

(
d, μ, σ2

)
=

1

σ
√
2π

e
−(d−μ)2

2σ2 (3.10)

When there are several observations then, the joint probability is

given in equation 3.11.

P

(
d|μ, σ2

)
= Πn

j=1

S∑
k=1

πsM

(
dj, μs, σ

2
s

)
(3.11)

Where is mean, σ2 is covariance, s is number of distributions and d is

the observation.

EM algorithm is a two step process which is used to train the GMM

model

1. E-step: Used to find the probability that each point di belongs,

distributions C1, C2, ....Cs. It is represented given equation 3.12

rjc =
πcM(dj|μc, σc)∑
iε(0,s) M(di|μi, σi)

(3.12)

Where r is the calculation of responsibility.
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2. M-step By considering the results of E-step update the μ, σ, π val-

ues. This can be calculated as like shown in equation 3.13

μNew
c =

1

Tc

∑
j

rjcdi (3.13)

Where Tc is the number of points in cluster c,

New

(
σc

2

)
=

1

Tc

∑
j

rjc

(
dj − μNew

c

)t(
dj − μNew

c

)
(3.14)

and the density function π is modified every time is given in equa-

tion 3.15

πc = Sc/S (3.15)

Where Sc is number of observations in cluster c and S is the total

number of observations.

The number of Gaussian mixtures considered for GMM impacts the

performance system. If the no. of Gaussian mixtures increases the

accuracy will also get improved. GMM produces cluster which are non-

convex and these are controlled with the variance of Gaussian distri-

bution. In our work, MFCC feature vectors are extracted from Telugu

speech utterances of different dialects and GMM model is trained. In

testing phase of the system, MFCC feature vectors are extracted from

unknown utterances of Telugu speech and evaluated against GMM of

three dialects. Using the EM algorithm maximum probability is calcu-

lated.

Advantages

1. The training through this model is very fast.

2. We can easily update it with new data.
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Disadvantages

1. The performance of GMM will vary if the signal is full of noise.

2. It requires huge amounts of data to estimate the parameters.

3.3.1.2 Deep Neural Networks (DNN)

Deep Neural Networks (DNN) are used to achieve the state of art per-

formance in several fields such as speech recognition, speaker identifi-

cation etc. The DNN can be considered as a branch of Machine learning

where high level functions are retrieved from the input information and

that can be incorporating several layers of nodes in the system. Through

this mode creative and abstract component can be extracted from the in-

put data.

The DNN is more popular because it is capable of extracting even

complex features from large amount of data even from hours of speech

data both Linear as well as non-linear because of their deeper architec-

ture as shown in Fig.3.5.

In order accomplish the specific task, layers of data that exist in be-

tween the input and output must be processed by the system. A network

is said to be deeper if there are more number of layers to be processed

in order to obtain the result. In order to assess the number of layers

that are required for the completion of task by the system, “Credit As-

signment Path (CAP)” is popularly used and it is effective.

If the CAP index is greater than two, then we define the neural net-
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Figure 3.5: Basic structure of DNN model

work as deep. Autonomous work with high efficiency can be executed

by a deep neural network without any human intervention. DNN is used

in various applications like Artificial Intelligence, robot, image identifi-

cation, AI cars, Speech processing etc. In order to define a network it

mainly consists of building blocks such as neurone, layers, weights, in-

put, output an activation function and learning mechanism (Optimizer),

which plays a vital role in updating the weights. The Fig 3.6 represents

the basic structure of DNN.

Figure 3.6: Basic DNN Structure contain N-hidden layer.

The neurons present in the first layer (not hidden) will take the input
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data and its output will become as input to the neurons present in suc-

cessive layer and so on thus it gives the final output as represented in

Fig.3.6. The produced final output will be like yes or no which in turn

represented as probability. Every layer may contain one or more neu-

rons and uses a function on these neurons called as “activation func-

tion” This function normalize the output produced by neuron and sends

the signal to next layer as input to the further connected neurons as

shown in Fig 3.7.

Figure 3.7: Neuron structure

The output of cell could be a weighted total of its inputs and bias

terms, which is given to activation function F . The output of node in the

nth layer can be represented in equation 3.16.

yn,j = F

(∑
i

(
yn−1,i × wn,i,j

)
+ bn,j

)
(3.16)

The output is further passed only if the results value of incoming

neurons is more than the threshold. A weight will be assigned to the

connection that exists between the neurons of successive layers. This

weight defines the importance of the input on the output for the next

neurone as a result for the overall final output. The weights are initial-

ized to random value and the weights will get modified by back propa-
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gation, in each iteration in the training phase of DNN. The input layers

use the ReLU (Redressed straight unit) activation function. Scientifi-

cally, it is characterized as y = max(0, u). The working of ReLu activation

function is shown in Fig.3.8.

Figure 3.8: ReLU activation function

The activation function used in output layer is Softmax activation

function and it is given in equation 3.17.

F (zj) =
ezj∑
j(e

zj)
(3.17)

Where z is input vector of j real numbers and e is constant.
Table 3.1: Parameters used in Training DNN

Parameters Value

Total hidden layers 2

Number of neurons in each
layer

Hidden1 = 30, Hidden2 = 12

Input Size 39 (MFCC + ΔMFCC + ΔΔMFCC)

Cross validation True

Technology (to train) Tensor flow
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Advantages:
1. It can learn complex features as it is capable to learn with large

input data.

2. It doesn't require any knowledge in advance.

3. It is well suitable for pattern recognition as a result it can generalise

about the data.

4. It helps to obtain less word error rate.

Disadvantages:

1. It is not suitable when the data is small in size.

2. The computational cost is very high.

3. It is completely black box in nature.

3.4 Proposed Methodology to Identify the Di-
alects of Telugu Language

Dialect Identification system consists of Training phase and Testing

phase including feature extraction.

3.4.1 Hidden Markov Model (HMM) based Dialect Iden-
tification System

3.4.1.1 Feature Extraction

In this work, 13-dimensional MFCC features, 13-dimensional Delta

MFCC and 13-dimensional Delta Delta MFCC feature vectors are derived

from windowed speech signals in Training and Testing phase and con-

catenated to form 39-dimensional feature vectors. These feature vectors

are derived as specified in section 3.2.

3.4.1.2 Training of HMM for Dialect Identification

The Training phase of dialect identification system is a two-step pro-

cedure.

63



In first step, 39-dimensional MFCC features of speech samples of

different regional dialects of Telugu language are derived as explained

in section 3.2.1. These feature vectors are given as input sequence for

HMMmodel and dialect specific HMMmodel is designed for each dialect.

Training phase of HMM is done with the EM algorithm [8]. In this phase,

dialect specific HMM is created that is one HMM for one dialect.

The model designed for each dialect as shown in the Fig.3.9. In this

work, three HMM are created for three input sequence of Rayalaseema,

Telangana, and Costa Andhra dialects of Telugu Language respectively.

Figure 3.9: Training phase of HMM based dialect identification

3.4.1.3 Testing phase of HMM for Dialect Identification

In testing phase, 39-dimensional feature extraction of unknown ut-

terance of Telugu speech is derived as like in Training phase. This test-

ing phase is also called as identification phase. These feature vectors are

treated as observed sequence for HMM. These observation sequences of

input speech are evaluated against three dialects specific HMMs in order

to get likelihood score against each HMM. A dialect specific HMM which

gives maximum likelihood score is considered as dialect of unknown ut-

terance. The testing phase of HMM as shown in Fig.3.10.
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Figure 3.10: Testing phase of HMM based dialect identification

In this work, the feature vectors of unknown Telugu speech are ex-

tracted and evaluated against three dialect-specific HMMs.

3.4.2 GMM based Dialect Identification System

GMM based dialect identification system consists also two phases

i.e., Training phase and Testing phase. In Training phase, dialect spe-

cific GMM is created. In the testing phase, the feature vectors of un-

known speech are evaluated against dialect-specific GMM in order to

identify the dialect of unknown speech. In Training and Testing phase,

we considered 39-dimensional feature vectors of MFCC, ΔMFCC and

ΔΔMFCC features.
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3.4.2.1 Training phase of GMM:

Like HMM based dialect identification, In training phase of GMM,

dialect specific GMM is designed i.e., one GMM for one specific dialect

using Expectation Maximization (EM) algorithm[8] for Training speech of

three dialects of Telugu language. The model designed for each dialect

as shown in the Fig.3.11.

Figure 3.11: Training phase of GMM based dialect identification

3.4.2.2 Testing phase of GMM:

The Testing phase of GMM based Telugu dialect identification system

gives the dialect of unknown utterance of Telugu speech. It involves

39-dimesional MFCC feature extraction from unknown utterance and

evaluating against each GMM of three dialects of Telugu language. Like

HMM based, GMM based Telugu dialect identification system gives the

dialect of unknown utterance of speech signal based on the maximum

likelihood. The general frame work of testing phase as shown Fig.3.12.
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Figure 3.12: Testing phase of GMM based dialect identification

3.4.3 DNN based Dialect Identification System

Like GMM and HMM models, DNN based Telugu dialect identification

system consists of two phases training phase and the testing phase. In

the training phase, creates a reference model for input data and the

testing phase reveals the dialect of input data of unknown speech.

3.4.3.1 Training phase of DNN

Like HMM based dialect identification, In training phase of DNN, di-

alect specific DNN is designed i.e., one DNN for one specific dialect using

Stochastic gradient descent (SGD) and activation functions for Training

speech of three dialects of Telugu language. The model designed for

each dialect as shown in the Fig.3.13. In this work, MFCC feature vec-

tors are extracted from Telugu speech utterances of different dialects of
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huge speech training samples from frame and utterance level. These

features are given as input to DNN model for learning. By applying the

back propagation method, update the weights and learning rate in order

to get expected value using error rate. The stochastic gradient descent

(SGD) method is used to update the weights of the networks in order to

reduce the error rate. It will repeat the process until the model is stabi-

lized.In this, the activation function in output layer Softmax is used and

it is used to normalize the output value given by model to 1.

Figure 3.13: DNN based dialect identification
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3.4.3.2 Testing phase of DNN

The testing phase of DNN based dialect identification system gives the

dialect of unknown utterance of Telugu speech utterance of unknown

speech. It involves 39-dimensional MFCC + ΔMFCC + ΔΔMFCC feature

extraction from unknown utterance from frame level and utterance level

and evaluation against each DNN of three dialects of Telugu language.

Like HMM based, DNN based dialect identification system gives the di-

alect of unknown utterance of speech signal based on the maximum

likelihood.

3.5 Results of HMM, GMM and DNN for Di-
alect Identification

In this work, HMM, GMM and DNN based dialect identification sys-

tem are implemented using MFCC feature vectors. MFCC feature vec-

tors discriminate the features of dialects in Telugu language effectively.

As these dialects are various in the frequency of spectral properties of

speech signal [25].

In this work, the experiments for identify dialects are carried out on

data sets of three dialects of the Telugu language. The creation of the

database is clearly explained in section 1.5 of chapter 1.

The Telangana dialect speech corpus duration is 2h 35 min, out of

which 1h 55 min is Training speech samples and 40min is test speech

samples which includes 361 test samples of 3-8sec speech utterances.
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The Costa Andhra dialect speech corpus length is 2h 47min, out of

which 2h 10 min is Training speech samples and 40min is test speech

samples which includes 355 test samples of 3-8sec speech utterances.

The Rayalaseema dialect speech corpus length is 1h 43 min, out of

which 1h 10 min is Training speech samples and 33 min is test speech

samples which includes 287 test samples of 3-8sec speech utterances.

The speech sample details are specified in Table.3.2.

Table 3.2: Telugu dialect database details

Dialect

Total
time of
speech
data

Speakers
for each
dialect

Period
of each
test
sample

Age of
speak-
ers

Sampling
Fre-
quency

Telangana
2h 35
min

80 3-8s 9-50 44,100Hz

Costa
Andhra

2h 47
min

75 3-8s 9-50 44,100Hz

Rayalaseema
1h 43
min

75 3-8s 9-50 44,100Hz

In order to design a dialect identification system of Telugu language,

initially, 13-dimensional MFCC feature vectors only are extracted from

speech utterances and experiments are carried out using HMM, GMM

and DNN. Then 39-dimensional feature vectors (MFCC + ΔMFCC +

ΔΔMFCC) are extracted from the training speech of each dialect of the

Telugu language and used these feature vectors as the input sequence.

The HMM-based dialect identification system is designed with three states

for the input sequence of 13-dimensional (MFCC) and 39-dimensional

feature vectors (MFCC + ΔMFCC + ΔΔMFCC) and achieved the perfor-
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mance is 78.6%, 82.6% respectively. GMM based dialect identification

is designed with the same input sequence 13-dimensional (MFCC) as

well as 39-dimensional feature vectors (MFCC + ΔMFCC + ΔΔMFCC)

with 32 Gaussian mixtures and achieved the performance is 79.2%,

82.6% respectively. DNN based dialect identification is designed with

4 layers (2 hidden layers one Input and one output layer) and the per-

formance achieved is 80.4%, 84.6% for 13-dimensional (MFCC) and 39-

dimensional feature vectors (MFCC + ΔMFCC + ΔΔMFCC) respectively.

The detailed performance of Telugu dialect identification system with

each different models are shown in Table 3.3.

Table 3.3: Performance of Dialect Identification using MFCC + ΔMFCC
+ ΔΔMFCC

Feature Extraction Model
Accuracy of Model

Telangana
Costa
Andhra

Rayalaseema

MFCC

GMM 81.2 80.4 77.8

HMM 80.4 79.5 76.3

DNN 83.4 80.7 78.7

MFCC + ΔMFCC +
GMM 85.3 82.6 79.9

HMM 84.4 80.2 83.2

ΔΔMFCC DNN 85.1 84 84.6

The performance of Dialect Identification achieved with HMM, GMM

and DNN using 13-dimentional feature vectors is specified in Fig.3.14.

The performance of Dialect Identification achieved with HMM, GMM

and DNN using 39-dimentional feature vectors is specified in Fig.3.15.

It is observed from Fig.3.14 and Fig.3.15, 39-dimensional MFCC +

ΔMFCC + ΔΔMFCC performed well in identification of Telugu Dialects.
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Figure 3.14: Performance of Dialect Identification with different models
using MFCC

Figure 3.15: Performance of Dialect Identification with different models
using MFCC + ΔMFCC + ΔΔMFCC
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It is also observed that, DNN model gave the impressive performce

with 84.6% accuracy, as this model learnt the discriminate features

among the dialects of Telugu Language.

3.6 Conclusion

In this chapter, GMM, HMM and DNN based dialect identification

system for Telugu language have been designed using spectral features

(MFCC + ΔMFCC + ΔΔMFCC). A Telugu database with 7h 05min, out

of which 2h 35min Telangana dialect, 2h 47 min Costa Andhra and 1h

43min Rayalaseema was created. In these models, 39-dimentional (13-

MFCC, 13-ΔMFCC and 13-ΔΔMFCC) feature vectors of three dialects

are derived and dialect specific models are designed in training phase. In

second phase, MFCC features vectors of test speech samples are derived

and give the result based on maximum likelihood. It is observed that the

performance of Dialect Identification is 82.6% for HMM, 82.6% for GMM

and 84.6% for DNN with MFCC + ΔMFCC + ΔΔMFCC features. MFCC

feature vectors (MFCC + ΔMFCC + ΔΔMFCC)discriminate the spectral

properties of dialect well but not in case of nasal sounds.
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Chapter 4
PROSODIC FEATURE EXTRACTION

TECHNIQUES TO IDENTIFY DIALECTS OF
TELUGU LANGUAGE

4.1 Introduction

The Telugu language is an ancient language and it belongs to Dra-

vidian family contains three dialects namely Rayalaseema, Telangana,

Coastal Andhra as specified in chapter.1. These dialects are different

from each other with respect to acoustic features and prosodic features

of speech signal. They show significant variance with respect to prosodic

features like pitch, intensity and energy etc. Prosodic feature extrac-

tion technique is one of the techniques which follows temporal feature

extraction methodology [60]. In temporal feature extraction technique,

the features are extracted directly from the input speech signal whereas

Prosodic features of any audio changes from language to language and

from region to region [70]. When the features are extracted using MFCC

and its derivative features, drawback is that the particular word is spo-

ken same in different region with different stress, intonation, rhythm, it

is difficult to identify the dialect. This problem can be solved by using

prosodic features because Prosodic features are extracted the features

from supra segment level. The challenge of research is to improve the

accuracy of identification with shortest duration of utterance. In this in

order to increase the accuracy of model, new feature vectors are derived
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by combining different prosodic features.

Prosodic features describe the features of speech signal with respect

to vocal tract vibration, nasal sound, intonation and loudness etc., [70]

[72]. These features discriminate the dialects with different pronuncia-

tion and accent. In the state of art systems, different prosodic features

are derived from raw speech signals using supra segmental rather than

phoneme and syllable level.

In this chapter, the importance of prosodic features has been es-

tablished in the discrimination of similar utterances with different re-

gional dialects of Telugu language. There are different prosodic acous-

tic features like pitch, loudness, Energy, Formants which are popular

in speech processing applications like language identification, speaker

identification, dialect identification [60].

In this Chapter, we explored the extraction of prosodic features: Pitch,

Energy, Loudness, and Formants from framing and windowed speech

and analyse the differences and effects of these features in three di-

alects of Telugu language. With these feature vectors, the performance

of dialect identification system is evaluated using K-NN model by imple-

menting Telugu dialect identification system for shortest duration of test

samples.

In this chapter, section 4.2 describes the various prosodic features

useful for dialect identification and its extraction from raw speech sig-
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nal and also their variance in three dialects of Telugu language. The

Statistical model K-NN model has been described in section 4.3 to im-

plement dialect identification system.

Section 4.4 represents the proposed model for Telugu dialect iden-

tification system with prosodic features. The results are presented in

section 4.5 and finally conclusions have been drawn in section 4.6.

4.2 Prosodic Features for Dialect Identifica-
tion

The prosodic features provide the important cues to clearly discrim-

inate the dialects of Language. The different prosodic features are ex-

tracted from frames of speech utterances to identify the Dialect Identi-

fication of Telugu Language. The prosodic features like Pitch, Intensity,

and Energy etc. are considered and also to increase the performance

of the system by using different combinations of prosodic features in

Dialect Identification.

4.2.1 Pitch

Pitch is defined as a highness or lowness of a speech with respect to

frequency of vibration [60]. Pitch is proportional to the energy of speech

signal.

Pitch ∝ Frequency

If the frequency of audio is high, then the audio has high pitch.

The frequency is inversely proportional to time period of speech utter-

ance.
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Table 4.1: Different pronunciations of same word corresponding to each
dialect

Telangana Costa Andhra Rayalaseema

Frequency ∝ 1/T imeperiod

The audios that take more time have the low pitch and audios that take

less time has the high pitch. The relationship between frequency and

time period depicted in the Fig.4.1.

Figure 4.1: High and Low frequency

In this work, we analyze the pitch of the speech utterance of three

different dialects: Telangana, Rayalaseema, Coastal Andhra. It was ob-

served that Telangana has high pitch and Andhra has low pitch and Ray-

alaseema has medium pitch. For example, considered following example

in Table.4.1 for pitch comparison for the word

Pitch of speech signal varies between speech utterance of different per-

sons belong to different regions. But there are some words which are

similar to most of the dialects as shown in Table.4.1. These words are
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similar and it is difficult to differentiate by using spectral feature extrac-

tion. To discriminate clearly prosodic features are used because if the

words are similar but their vocal track vibration was different. In this

context, Pitch plays important rule to differentiate the similar words ac-

cording to the respective dialects. The Fig.4.2, 4.3 and 4.4 represent

the prosodic features including Pitch of speech utterance of different

persons from different regions Rayalaseema, Costa Andhra and Ray-

alaseema respectively.

Figure 4.2: Different prosodic features of Rayalaseema dialect

In the above three figures the pitch of audios is represented in blue

colour line.
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Fig.4.3. Different prosodic features of Andhra dialect 

 Fig.4.4. Different prosodic features of Telangana dialect 



4.2.2 Intensity

Intensity of speech frame is defined as power carried by the audio

waves per unit area which is perpendicular to the cross sectional area.

Intensity of speech signal defined in equation.4.1

I = 2 Π v2 δ2 �c (4.1)

where, I = Intensity of audio

v = frequency of audio

δ = amplitude of sound waves

� = density of sound waves

c = speed of sound waves

From the equation.4.1, Intensity is directly proportional to Frequency.

The speech signal that has high pitch will high intensity also.

In this work, experiments are carried to analyze intensity of speech

signal based on different dialects of Telugu Language and also draw the

relationship between pitch and Intensity.

From the experiments, it is observed that Telangana dialects have

more Intensity and An dhra has low Intensity. It is also observed that,

if the words are similar in all dialects, then we used the intensity to

differentiate the dialects. The Fig.4.2, 4.3 and 4.4 show the intensity of

three dialects of Telugu Language in yellow colour lines.
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4.2.3 Energy

Energy of the speech is produced when the vocal track of human

being vibrates during speaking [60]. The sound vibrations cause wave

of pressure that travel through certain medium. Sound energy is a form

of mechanical energy as shown in equation.4.2 and equation.4.3.

E =
∞∑
m

= −∞ s2(m) (4.2)

E =
n∑
m

= n−N+1 s2(m) = s2(n−N + 1) + ... + s2(n) (4.3)

Where E is energy of speech signal s(m).

The energy of a wave is directly proportional to Pitch of speech ut-

terance. There are similar words also occurred in different dialects, in

order to discriminate those words energy plays vital role as it completely

depends upon vocal track. The experiments are done to analyze energy

of speech signal and also draw the relationship between pitch and en-

ergy. From these experiments, it is observed that Telangana has high

energy and Andhra has low energy.

4.2.4 Formants

A formant is defined as an acoustic energy that is present around a

particular frequency of speech signal [33]. There are different formants

present for a speech signal f1 to f4. Each of the formants represents

at different frequency levels. Formant corresponds to resonance of the

vocal track.
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In this work, speech utterance of three dialects of Telugu Language

Telangana, Rayalaseema, and Coastal Andhra are analyzed based on the

formants. The formant diagrams for the speech signal from different re-

gions are as shown in Fig.4.2, 4.3 and 4.4 in red colour lines. Formants

in speech signals are represented where the frequency of audio is high

and which have high degree of energy. To increase the accuracy, Instead

of comparing only single feature of speech signals sometimes required

adding two or more features in order to clearly differentiate the dialects

and get best results because some of the words are similar in more than

one dialect shown in Table.4.2.

Table 4.2: Sample of words which have similar way of pronunciation

4.2.5 Loudness

To identify the dialect of speech from raw signal, Loudness is also

play important role in order to discriminate different dialects of Telugu

language. Loudness of speech signal is proportional to amplitude of that

speech signal in which speech signal with more amplitude has more

loudness. The amplitude of speech signal is depicted in Fig. 4.5.
The relation between loudness and amplitude is represented in equa-
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Figure 4.5: Amplitude of speech signal

tion 4.4

Loudness = k (Amplitude)2 (4.4)

where k is constant value. Similarly, the loudness of speech signal is

proportional to speech intensity and energy in the signal. That means a

signal with more intensity has more loudness. Relation between loud-

ness and intensity is given in equation 4.4.

Loudness = log (intensity) (4.5)

The three dialogues of Telugu language has different loudness in their

speech utterances. So that it is an important cue to discriminate based

on the accent.

In order to discriminate the words belongs to which region, it is pro-

posed to combine the different prosodic features. This combining of two

or more features of speech signals increase the performance of models

and accurately differentiate the dialects of language [41]. The hybrid

features considered in our work are Pitch + Intensity, Pitch + Inten-

sity + Energy and Pitch + Intensity + Formant (f1). In this work, we

have extracted different prosodic features like Pitch, Intensity, Loud-
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ness, Energy, Formants, average of different combination of prosodic

features are extracted from frames and windowed speech of three di-

alects (Telangana. Costa Andhra and Rayalaseema) of Telugu Language

and presented in Tables 4.3, 4.4 and 4.5 respectively.

Table 4.3: Different prosodic values of Costa Andhra Speech samples

Pitch
(1)

Inten-
sity
(2)

Energy
(3)

Loud-
ness
(4)

(1)+(2)
(1)+(2)+
(3)

(1)+(4)
(1)+(2)+
F1

119.0 69.55 0.0035 69.72 94.28 47.145 92.178 228.6

123.3 68.02 0.0030 59.16 95.70 47.855 150.35 202.6

124.8 70.36 0.0017 56.74 97.61 48.807 89.152 227.3

124.8 70.36 0.0056 61.42 97.61 48.809 140.12 216.9

124.7 68.70 0.0035 52.99 96.71 48.356 151.35 212.3

121.2 68.04 0.0030 62.61 94.62 47.315 98.349 235.1

116.6 68.32 0.0030 55.18 92.48 46.243 101.46 192.2

117.9 66.03 0.0018 70.24 91.97 45.98 109.46 312.5

122.9 67.34 0.0025 53.96 95.14 47.57 119.46 241.6

The prosodic features of some speech utterances are shown in Ta-

ble 4.3, 4.4 and 4.5 for Telangana, Costa Andhra and Rayalaseema. The

hybrid features by combining the different prosodic features also consid-

ered for the dialect identification of Telugu Language. It is observed that

Pitch, Intensity, Energy values of the speech signal of different regions

are higher for the Telangana region and lower for the Andhra region, and

Rayalaseema, it falls in between Telangana and Costa Andhra regions.
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Table 4.4: Different prosodic values of Telangana Speech samples

Pitch
(1)

Inten-
sity
(2)

Energy
(3)

Loud-
ness
(4)

(1)+(2)
(1)+(2)+
(3)

(1)+(4)
(1)+(2)+
F1

248.3 70.37 69.12 159.35 0.021 151.4 79.68 325.7

334.6 70.14 61.35 202.37 0.013 184.5 101.1 346.1

244.2 61.04 51.29 152.64 0.002 141.4 76.32 398.4

310.4 66.57 58.20 188.50 0.006 190.5 94.25 340.4

116.0 71.46 72.17 93.74 0.14 98.57 46.94 253.1

259.2 70.38 68.35 164.80 0.016 142.3 82.41 308.5

208.4 78.94 76.18 143.69 0.008 155.3 71.85 281.3

212.8 72.33 69.34 142.61 0.123 132.3 71.36 321.1

174.0 80.55 55.12 127.28 0.015 121.4 63.65 294.8

Table 4.5: Different prosodic values of Rayalaseema Speech samples

Pitch
(1)

Inten-
sity
(2)

Energy
(3)

Loud-
ness
(4)

(1)+(2)
(1)+(2)+
(3)

(1)+(4)
(1)+(2)+
F1

149.2 72.63 52.18 110.96 0.006 93.38 55.48 265.6

286.9 64.92 49.36 175.94 0.003 91.23 87.97 321.3

169.5 65.45 32.46 117.52 0.001 89.94 58.76 296.0

191.4 68.66 56.36 130.045 0.009 93.23 65.02 288.9

277.0 62.56 49.81 169.81 0.008 90.12 84.90 347.6

141.9 67.26 67.47 104.62 0.007 90.47 52.31 249.0

125.5 79.59 70.15 102.57 0.123 88.34 51.35 266.8

140.4 67.81 50.12 104.12 0.001 91.36 52.06 272.9

126.0 69.19 56.18 97.60 0.001 80.23 48.80 288.4

85



4.3 Statistical Models used for Dialect Identi-
fication

In this work, a statistical model K-Nearest neighbour algorithm used

to identify the dialect of Telugu Language using different features.

4.3.1 K-Nearest Neighbor (K-NN) Algorithm

The K − NN model is a supervised statistical method that achieves

high performance without any prior assumptions about the trained data.

It is also called as lazy learner algorithm.

The K − NN algorithm classifies the test samples into pre-defined

class labels of trained data. Here K−represents the number of nearest

neighbours to be considered for classifies test samples.

If K = 1 i.e., number of nearest neighbours is one class. In this case

the class label of test sample is decided by the distance between test

sample and classes of data. Whatever the class gives the minimum dis-

tance that class label is given to test sample.

The K-NN algorithm classifies the dialects of Telugu language into

Andhra, Telangana, and Rayalaseema. In order to classify the test

speech signal, extract the prosodic feature and calculate the statisti-

cal value corresponding to features. The distance between mean of the

test sample prosodic feature and mean of prosodic feature of each di-

alect found in trained data is calculated using Manhattan distance. The

Manhattan distance for one-dimensional data is calculated is given in
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equation.4.6.

D =
n∑

i=1

|Xi − Yi| (4.6)

The basic steps of K-NN algorithm:

1. Find the distance of test label and classes of data

2. Finding closest neighbour

3. Assign class label to test sample.

The basic working of K-NN model is shown in Fig.4.6 and 4.7

Figure 4.6: K −NN model when K =1 nearest neighbour

When the K value is more than 1, working of K − NN model as shown

Fig.4.7
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   Fig.4.7 Working of K-NN model with K=3 nearest neighbours 
 

4.3.1.1 Working of K-NN algorithm  

   Step-1: Choose the number of neighbours for test sample i.e. K 

   Step-2: Input data of Training samples is given along with the class  

               labels. 

   Step-3: Give the input of test sample to K-NN model and calculate  

               distance between test sample and training sample using any  

               distance calculation method like Manhattan, Euclidian or  

               Supreme distances 

   Step-4: Based on K- value, find the nearest neighbour of test samples. 

   Step-5: Classify the test samples into a class of train sample based on  

               majority of nearest neighbours of same class. 

 



4.4 Dialect Identification Using Prosodic Fea-
ture

As explained in previous chapter, Dialect Identification consists of

two phases Training phase and Testing phase in which common part is

feature vector extraction.

4.4.1 Training Phase

In the first phase of Dialect Identification, Prosodic feature vectors

are extracted from speech utterances of Telugu language as explained

previous sections using PRAAT tool. For these extracted dialect specific

prosodic features, find the mean of all prosodic features of specific di-

alects. Such that one mean value of all the feature vector for one dialect.

Using these three mean values K-NN model is designed. The detailed de-

scription of Training phase is shown in Fig. 4.8.

Figure 4.8: Methodology used in Training Phase

4.4.1.1 Testing Phase

The testing phase of dialect identification system identifies the dialect

of test samples of input speech utterance. Using PRAAT tool, prosodic
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features like Pitch, Energy, Loudness, and Formants are extracted from

test speech utterance of short duration as like in Training phase. Find

the mean value of prosodic features of test speech utterance of unknown

speech and this mean value is treated as test data. This test data is

evaluated against K −NN model which is design in previous section. In

this, K−value plays important role in deciding class of test data. Here

K is chosen as 1. The distance using Manhattan is given by K − NN

model against three dialect classes are represented by β1, β2 and β.

The dialects of testing sample is the dialect of train data which gives

minimum of β1, β2 and β3 i.e. the distance between the mean of feature

vector of test samples and dialect specific feature vector. The procedure

applied in testing is shown in Fig.4.9.

Figure 4.9: Methodology used in Testing Phase
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4.5 Results

In this work, importance and behaviour of prosodic features in di-

alects of Telugu Language has been established. For this, we have

extracted different prosodic features from windowed speech to get the

average prosodic features of each dialect using PRAAT tool. The experi-

ments are carried out on designed Telugu database.

The mean values of prosodic features which are calculated in the

experiments for identification of different dialects of Telugu language as

shown in Table.4.6.

Feature Type Telangana
Costa
Andhra

Rayalaseema

Pitch 121.275 234.2495 176.97

Intensity 68.3340 71.31432 69.49

Energy 0.00344 0.046046 0.016

Loudness 59.4244 63.6638 54.12

Formant(f1) 360.163 484.9954 460.42

Formant(f2) 1621.69 1548.425 1418.3

Formant(f3) 2623.90 2675.073 2559.20

Formant(f4) 4102.91 3788.203 3781.35

Formant(avg) 2177.16 2124.174 2054.84

Pitch+ Loudness 116.8754 146.4618 89.82

Pitch+ Intensity 94.8048 152.78190 123.23

Pitch+Intensity+f1 227.484 318.8886 291.82

Pitch+Intensity+
Energy

47.4041 76.41033 61.62

From the above table, it is identified that Pitch, Intensity, Energy
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values of the speech signal of different regions are higher for the Telan-

gana region and lower for the Andhra region, and Rayalaseema, it falls

in between Telangana and Andhra regions. As stated in section 4.3.2,

the relation between pitch, intensity, and energy of speech signals are

directly proportional to each other. Therefore, any combination of these

three features results in the same order in terms of high and low. It

is also observed that Pitch + Intensity and Pitch+Intensity+Energy are

higher for Telangana low for Andhra. For formants, average considers it

is more for Andhra and low for Rayalaseema.

As per the observation from prosodic features for three dialects of

Telugu language, prosodic features are important cues to identify the

dialects of Telugu Language from shortest duration.

The experiments are carried out the database of dialects of Telugu

language which is designed as specified in section 1.5. In this work,

different prosodic features are extracted from the huge speech utter-

ances of three dialects i.e., Telangana, Costa Andhra and Rayalaseema

and combined different prosodic features. Using these feature vectors,

KNN-model is trained to design a reference model with three class labels

corresponding to three dialects.

In identification phase, same prosodic features are extracted from

shortest utterance of duration of test data (3s-8s) and evaluated in test-

ing phase.
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The results of Dialect Identification produced with prosodic features

are shown in Table.4.7 and corresponding graph is shown in Fig.4.10.

Feature Type
Accuracy of Model

Telangana
Costa
Andhra

Rayalaseema
Average
Accuracy

Pitch 100 80 45 75

intensity 60 70 50 60

Loudness 79 74 71.5 74.8

Energy 80 40 45 61.6

Formant(f1) 90 55.5 50 65

Formant(f2) 40 30 70 46.6

Formant(f3) 40 55.5 70 48.5

Formant(f4) 100 30 40 56.6

Formant(avg.) 50 30 50 43.3

Pitch+Intensity 80 70 80 76.6

Pitch+ Loudness 82 75.5 76 77.83

From the above table it is observed that, K-NN model provides good

accuracy with Pitch+ Loudness is 77.83%. It has been observed that

Pitch + Loudness are suitable features to identify the dialects of Telugu

language.
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Figure 4.10: Performance of KNN model with different prosodic features

4.6 Conclusion

In this chapter, it has been established that prosodic feature vec-

tors are important cues to discriminate three different dialects of Telugu

Language. The dialect identification system for Telugu language was

designed using prosodic features (Pitch, Intensity, Energy etc.). In first

phase, the prosodic feature vectors of three dialects are derived and a

reference model is designed using K-NN algorithm.

In second phase, prosodic features vectors of test speech samples

are derived and evaluated to dialect specific reference model, give the

results, based on minimum distance between test feature and mean
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values which are developed in Training phase. The model gave the bet-

ter performance with 77.83% for Pitch+ Loudness features.

Overall it is observed that Prosodic features are used to discriminate

the dialects of Telugu language with respect to nasal level features. It

is required to combine the spectral level and prosodic level features to

clear discriminate the dialects of Telugu language.
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Chapter 5
NEW FEATURES FOR TELUGU DIALECT
IDENTIFICATION USING STATISTICAL

APPROACHES

5.1 Introduction

The acoustic features of speech signals like spectral features i.e.

MFCC and prosodic features are efficient features vectors in discrimi-

nating the different dialects in the Telugu language. These dialects are

different from each other with respect to acoustic feature and prosodic

features of speech signal. They show significant variance with respect

to prosodic features like pitch, intensity, energy formants and Spectral

features like MFCC etc.These features are important cues for recogniz-

ing the words with the same pronunciation or different one in different

regional dialects.

The role and importance of these feature vectors was shown in iden-

tify the dialects in the Telugu language in the 3rd and 4th chapter. The

spectral features can discriminate the different words of dialect in Tel-

ugu speech whereas prosodic features can discriminate the accent of

different dialects in the Telugu language. As there are two kinds of

features produced good results separately, the concatenation of these

feature vectors are attracted for deriving new feature vectors. In this

work, it is proposed to combine spectral features and prosodic features

in order to discriminate the tonal and non-tonal dialects.
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New features are derived by concatenating the prosodic features to

spectral features. The spectral features (MFCC, Δ MFCC and ΔΔ MFCC)

and prosodic features (Pitch and Loudness) of speech signals are con-

sidered in identify the dialects of Telugu language and extracted using

procedure explained in 3.2 section and 4.2 section.

As like other speech processing models, Dialect identification is also

a two-step procedure. In the first step, the new features of training

speech (huge data) are represented by compact notation. In the second

step, new features of unknown utterance are evaluated with a reference

model to find the dialect of unknown utterance.

In any pattern recognition problem including dialect identification,

the performance depends on the size of the feature vector (number of

Coefficients in a feature vector). It is very difficult for us to fix the size of

the feature vector without loss of information [34].

Finding the optimal number of Coefficients in a feature vector is a

difficult task from an original feature vector as if the number of coeffi-

cients chosen is few then loss of information might be occurred or if the

number of the coefficients chosen is more the time for computation is

increased. So that finding optimal feature vector is a challenging task in

dialect identification.

There are several existing methods like PCA, ICA, wavelet transfor-
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mation etc., to find the reduced feature vectors from original feature

vectors [68, 69].

The PCA is a popular reduction technique which works by calculates

the eigenvalues and eigenvector to eliminate redundant data and num-

ber of coefficient in a feature vector [76].

There are so many evidences of PCA that improves the performance

of speech processing models by reducing the feature vectors for training

and testing phases of the system [68, 69].

In order to improve the system performance and reduce the time

taken for training and testing, PCA is considered for eliminating redun-

dant information. In this chapter initially, new feature vectors have

been derived from spectral features i.e. MFCC, ΔMFCC, and ΔΔMFCC,

and prosodic features Pitch, Loudness. Using these new feature vec-

tors, different Telugu dialect identification systems have been designed

with HMM, GMM, and DNN. In order to find out optimized feature vec-

tors, PCA has been applied on new feature vectors of MFCC, ΔMFCC,

and ΔΔMFCC + Pitch, Loudness. Using these Optimizer feature vec-

tors, HMM, GMM and DNN based dialect identification system have been

designed. Then the performances of different systems have been com-

pared.

This chapter is organized into seven sections. Section 1 is an intro-

duction and the remaining sections are as follows:
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Section 2 represents the extraction of new feature vectors from spec-

tral and prosodic features. Section 3 explains the proposed model for

dialect identification using new feature vectors. The Optimized feature

vectors from new feature vectors are derived in Section 4 and dialect

identification systems are design using optimized feature vectors in Sec-

tion 5. Section 6 presents the results of the Telugu dialect identification

system with new features and optimized feature vectors. Finally, con-

clusions are mentioned in section 7.

5.2 New Feature Vectors for Dialect Identifi-
cation

Feature vectors are very important and prominent for any pattern

recognition system in order to identify any pattern. Like this, feature

vectors are essential for a dialect identification system. These describe

the abstract behavior and content of speech signals in terms of data.

As specified in chapter 3, popular and familiar features in speech

processing are MFCC. It has been established that MFCC has good re-

sults in the case of spectral behavior speech signals but not in nasal

languages and tonal speech utterances. Whereas, the Prosodic features

Pitch+ Loudness performed well in the case of tonal and nasal speech

utterances.

To deal with spectral properties and tonal and nasal speech utter-

ances, it is proposed to concatenate prosodic features Pitch+ Loudness
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Figure 5.1: Basic diagram to extract new features

to 39-dimensional MFCC feature vector (13 MFCC+ 13 ΔMFCC + 13

ΔΔMFCC).

MFCC feature vectors are derived using the method as explained in

the section 3.2 and prosodic feature vectors Pitch + Loudness are de-

rived using the method explained in chapter 4. Fig.5.1 describes the

extraction of new features vectors using acoustic and prosodic features.
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5.3 Methodology Used for Dialect Identifica-
tion

Dialect Identification system consists of two phases namely the Train-

ing phase and the Testing phase. The database which has been created

for experiments is used for Training and Testing purposes. The speech

utterances considered for training and testing are different. In both the

training and testing phase, new feature vectors are derived for imple-

mentation.

5.3.1 Training Phase

The training phase of the proposed model has two steps i.e. feature

extraction and designing the dialect specific reference model. In the

feature extraction step, new features are derived by using the acoustic

features and prosodic features as specified in section 5.2.

In this work, MFCC,ΔMFCC, ΔΔMFCC, Pitch and Loudness are ex-

tracted from windowed dialect specific speech corpus and concatenated

to form new feature vectors for each dialect of Telugu Language. Dif-

ferent experiments are carried out by combining acoustic and prosodic

features to increase the performance of the system.

In the second phase, a statistical method like HMM/GMM/DNN is

trained using derived new feature vectors of three dialects of Telugu

Language such that one HMM/GMM/DNN model for one kind of dialect

of the Telugu language. The training phase gives the compact repre-

sentation of huge feature vectors of each dialect of the Telugu language.
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This compact representation is also known as the reference model which

is used in the Testing phase.

5.3.2 Testing Phase

Feature extraction from shortest duration test samples of speech and

finding the likelihood value of these feature vectors are the two steps in

testing phase of Telugu dialect identification system. The feature vector

of test samples are extracted as like training phase and these feature

vectors are evaluated against each dialect reference model in order to

get the likelihood of observation sequence of these feature vectors.

In this step, acoustic and prosodic features are extracted from the

shortest duration of a test utterance and concatenated to form new fea-

ture vectors as like the training phase. These new feature vectors are

considered as observation sequence and this observation sequence of

Test speech data are evaluated against three dialect reference models of

Rayalaseema, Telangana, and Costa Andhra which are created in Train-

ing phase. The model with maximum likelihood represents the dialect

of unknown utterance. The block diagram of the proposed method for

Telugu dialect identification as shown in Fig.5.2.

5.4 Optimized features for Dialect Identifica-
tion

To reduce the time taken by model for training and to increase the

accuracy of model to identify the dialects of Telugu language, number of

coefficients in each feature vectors are reduced using different dimen-
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Figure 5.2: Block diagram of the proposed method for dialect identifica-
tion

sionality reduction techniques. The new feature vectors are extracted by

combining the MFCC, Pitch and Loudness as discussed in section 5.2,

the resultant feature vector size is 41, but this much size feature vector,

the model takes long time for training and testing. In order to reduce the

size of the feature vector, there are several methods in literature survey

like PCA, wavelet transformation, rough set theory etc. [64].

PCA also performed well in reducing the dimensionality. In this

work, PCA is used to reduce the 41-dimensional new feature vector

(MFCC+Pitch+ Loudness) to optimize feature vector of 30 size.

5.4.1 Principal Component Analysis (PCA)

In huge data, the feature vector size is very important and which im-

pacts the training and testing time. It is also very difficult for a model

103



to analyse the feature vectors with more dimensionality for establishing

that feature vectors are informative are not. The model may take more

time for learning the data if the number of coefficients are more in fea-

ture vectors.

To improve the efficiency of modelling, it is essential to eliminate re-

dundant or unnecessary data and reduce the number of coefficients in

feature vector. In the literature survey, there are number of dimensional

reduction techniques like PCA, ICA, rough set model, wavelet transfor-

mation [34, 64]. PCA is a popular and easy technique to reduce the

dimensionality of huge dataset by decreasing the number of coefficients

in feature vectors into smaller which contains almost same information

as huge dataset.

The working principle of PCA is simple, It finds the matrix X with size

d for the input matrix W with size e such that d < e by capturing max-

imum variance of input data. The new data is linear function of input

data and uncorrelated each other. The basic steps of PCS is:

1. Normalize the input data to the continue initial range value.

2. To identify correlation between input data, covariance matric is cal-

culated.

3. Principle components are found by calculating Eigen vectors from

covariance matrix.
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4. Derive features vectors based on the selection of Principle compo-

nents.

5. Recast the data along with principle components exists.

In the first step, continuous input data is standardized using statis-

tical measure on data i.e. mean and standard deviation. So that, all

input continuous values are to be same scale. Standardization is done

with the equation 5.1 on each value of every variable.

Z =
d− μ

σ
(5.1)

where d is input value, μ is mean and σ is standard deviation.

In step2, Correaltes among the feature vectors are computed using

covariance matrix by understanding the variance of input and mean

with repeat to each outlier. This step is useful to identify redundant in-

formation, if they are more correlated.

In step3, Eigen vectors and Eigen values are computed from covari-

ance matrix of input data inorder to find the principle components of

data. These principle componets are constituted as liner combination

or mixture of actual intial variables inorder to get uncorrelated data.

Such that, first component has maximum information of intial variable,

then next maximum information in second component and so on as like

shown in Fig. 5.3.
From the above steps, remove the principle components which have

less information and repeat the step3 by recasting the data. Principle
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Figure 5.3: Principle components

components with more information are considered as new feature vec-

tors which have maximum information of original feature vectors. The

detailed work flow of PCA is presented in Fig.5.4.

Figure 5.4: Methodology to calculate PCA.
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5.5 Dialect Identification using Optimized Fea-
ture Vectors

To find the dialects of the Telugu language with the shortest duration

of speech utterances, new feature vectors with 41-dimensionality are

derived by using spectral and prosodic features. In order to reduce the

dimensionality of feature vectors, PCA is applied to form 30 dimensional

feature vectors using the algorithm explained in section 5.5.

The detailed procedure to extract optimize features from new feature

vector is given in Fig.5.5.

The proposed dialect identification system with an optimized feature

vector is also a two-step method i.e., Training phase and testing phase.
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Figure 5.5: Optimized feature extraction
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5.5.1 Training Phase

This Training phase creates a reference model for optimized feature

vectors of Training speech samples of different dialects. Initially, op-

timized feature vectors are extracted from three dialects of the Telugu

language using the method explained in section 5.4.

In the training phase, a reference model for optimize feature vectors

of Huge training samples are created using GMM/HMM/DNN. Such that

one model for one dialect is created. In the testing phase, optimize fea-

ture vectors are evaluated against the reference model.

Then, the optimized feature vectors are given input to HMM/GMM/DNN

to design a HMM/GMM/DNN for each dialect for the compact represen-

tation of huge data. The schematic diagram of the training phase is

given in Fig.5.6.

Figure 5.6: Training phase

5.5.2 Testing Phase

In the testing phase of the dialect identification system, 30-dimensional

optimize feature vectors are derived from 41-dimensional feature vectors

of the shortest utterance speech sample. These 30-dimensional opti-

mized feature vectors of test utterance are considered as observation

sequences. This observation sequence of test utterance is evaluated

against reference models of three dialects. The dialect-specific reference
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model which gives the maximum likelihood score is the dialect of test

utterance. Fig.5.7 describes the schematic representation of the testing

phase.

Figure 5.7: Testing Phase

5.6 Results of Dialect Identification with New
Feature Vectors and Optimized Feature Vec-
tors

To carry out experiments, we have used Telugu dialect speech database

created by us as specified in chapter 1. The Telangana, Costa Andhra

and Rayalaseema has 2h 35min duration, 2h 47min duration, and 1h

43min collected nearly 7h 05min speech has been used for training and

testing.

In this work, MFCC feature vectors and prosodic feature Pitch and

Loudness are extracted from the training speech and testing speech to

derive new feature vectors.

MFCC features captured the difference among three dialects but in

some cases it does not capture. So that it gives some less accuracy

in case of same word with different accents of different dialects. For

example:
It has proved Pitch and Loudness perform well in this case in chapter

4. So in this work, MFCC features and prosodic features are concate-
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nated to form a new feature vectors for training and testing phases of

dialect identification system.

In this, different experiments are carried out with new features of 41

dimensional which are derived by concatenating 39-dimentional MFCC

features, prosodic features (Pitch and Loudness) using Hidden Markov

Model (HMM), Gaussian Mixture Model (GMM) and Deep Neural Network

(DNN).

In these experiments, 41-dimensional new feature vectors of train

speech are used to create reference model using HMM/GMM/DNN. In

testing phase, 41-dimensional new feature vectors are derived from test-

ing sample of 3s-8s and evaluated against the reference models to iden-

tify the dialects of test samples.

The performance of GMM based dialect identification system using

new features for three dialects of Telugu is depicted in Table 5.1 and

corresponding graph is given in Fig.5.8.
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Table 5.1: Performance of GMM with new feature vectors

Feature Extraction
Performance of GMM Model

Telangana
Costa
Andhra

Rayalaseema

New Feature vectors
(MFCC + ΔMFCC +
ΔΔMFCC + Pitch +
Loudness)

89.12 88.7 88.8

Figure 5.8: Performance of GMM with new feature vectors
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From the results, It is observed that GMM model gave the better per-

formance with new feature vector MFCC + ΔMFCC + ΔΔMFCC + Pitch

+ Loudness with 89.12%, 88.7% and 88.8% with respect to Telangana,

Costa Andhra and Rayalaseema.

The performance of HMM based Dialect Identification using new fea-

tures is shown in Table.5.2 and corresponding graph is shown in Fig.5.9.
Table 5.2: Performance of HMM with new feature vectors

Feature Extraction
Performance of HMM Model

Telangana
Costa
Andhra

Rayalaseema

New Feature vectors
(MFCC + ΔMFCC +
ΔΔMFCC + Pitch +
Loudness)

89.12 88.7 88.8

Figure 5.9: Performance of HMM model with new feature vectors
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From the results, it is observed that like GMM , HMM also pro-

duced the good performance with new feature vector MFCC+ΔMFCC +

ΔΔMFCC + Pitch + Loudness is 88.41%, 87.63% and 86.16% with re-

spect to Telangana, Costa Andhra and Rayalaseema.

The performance of DNN based Dialect Identification using new fea-

tures is shown in Table.5.3 and corresponding graph is shown in Fig.5.10.

Table 5.3: Performance of system with DNN with new feature vectors

Feature Extraction
Performance of DNN Model

Telangana
Costa
Andhra

Rayalaseema

New Feature vectors
(MFCC + ΔMFCC +
ΔΔMFCC + Pitch +
Loudness)

90.03 89.75 89.95

Figure 5.10: Performance of DNN model with new feature vectors
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From the results, it is observed that DNN model produced the good

performance with new feature vectors MFCC + ΔMFCC + ΔΔMFCC +

Pitch + Loudness as like GMM and HMMmodel. The accuracies of model

is 90.03%, 89.75% and 89.95% with respect to Telangana, Costa Andhra

and Rayalaseema.

From the results table 5.1, 5.2, 5.3 , it is observed that, overall DNN

model gave the better performance with new feature vectors MFCC +

ΔMFCC + ΔΔMFCC + Pitch + Loudness with 90.03%, 89.75 and 89.95%

for Telangana, Costa Andhra and Rayalaseema respectively compare to

HMM and GMM models.

To reduce the dimensionality of feature vectors in order to improve

the performance of dialect identification, the dimensionality of new fea-

ture vectors (41 dimensional) is reduced to optimize feature vectors of

30-dimensional using PCA.

Using these optimized feature vectors, dialect identification systems

using HMM, GMM and DNN have been designed on the same Telugu

dialect database.

The performance of HMM-based dialect identification using an opti-

mized feature vector is shown in Table 5.4 and corresponding graph in

Fig.5.11.
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Table 5.4: The performance of HMM-based dialect identification using
optimized feature vectors

Feature Extraction

Telangana
Costa
Andhra

Rayalaseema

New Feature vectors
(MFCC + ΔMFCC +
ΔΔMFCC + Pitch +
Loudness)

88.41 87.63 86.16

Optimized feature
vectors - 30 di-
mensional (MFCC +
ΔMFCC + ΔΔMFCC
+ Pitch + Loudness)

89.03 88.12 86.55

Figure 5.11: Performance of HMM model with optimized features.
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The performance of GMM-based dialect identification using an opti-

mized feature vector is shown in Table 5.5 and corresponding graph in

Fig.5.12.

Table 5.5: The performance of GMM-based dialect identification using
optimized feature vectors

Feature Extraction

Telangana
Costa
Andhra

Rayalaseema

New Feature vectors
(MFCC + ΔMFCC +
ΔΔMFCC + Pitch +
Loudness)

89.12 88.7 88.8

Optimized feature
vectors-30 dimen-
sional (MFCC +
ΔMFCC + ΔΔMFCC
+ Pitch + Loudness)

90.1 89.09 89.01

Figure 5.12: Performance of GMM model with optimized features
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The performance of DNN-based dialect identification using an opti-

mized feature vector is shown in Table 5.6 and corresponding graph in

Fig.5.13.
Table 5.6: The performance of DNN-based dialect identification using
optimized feature vectors

Feature Extraction
Performance of DNN Model

Telangana
Costa
Andhra

Rayalaseema

New Feature vectors (MFCC +
ΔMFCC + ΔΔMFCC + Pitch +
Loudness)

90.03 89.75 89.95

Optimized feature vectirs - 30 di-
mensional (MFCC + ΔMFCC +
ΔΔMFCC + Pitch + Loudness)

90.5 89.9 89.96

Figure 5.13: Performance of DNN model using Optimized features
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The results of different dialect identification systems using optimized

feature vectors are improved compared to new feature vector, it is ob-

served that DNN model with 90.12% performed well compare to GMM

and HMM in case of optimized feature vectors also.

5.7 Conclusion

In this chapter, the significance of new features which are derived

from accoustic and Prosodic features has been established. The 39-

dimentional MFCC feature vectors and Pitch and Loudness are consid-

ered and concatenated to form new feature vectors. Different dialect

identification systemswith GMM, HMM and DNNhave been created us-

ing 41-dimensional new feature vectors(MFCC+ΔMFCC + ΔΔMFCC +

Pitch + Loudness). The performance of dialect identification with DNN

is impressive.

To reduce the dimensionality of feature vector and increase the ac-

curacy, PCA has been used to reduce the feature vector size from 41 to

30. Using these optimized feature vectors, Dialect Identification system

have been designed using HMM, GMM and DNN.

The performance of Dialect Identification is improved with optimized

feature vectors compare to new feature vectors. Out of these three mod-

elling techniques, DNN based Dialect Identification gave the good per-

formance with 90.5%, 89.9% and 89.96% for Telangana, Costa Andhra

and Rayalaseema respectively.
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Chapter 6
PERFORMANCE EVALUTION OF DIALECT

IDENTIFICATION SYSTEMS WITH DIFFERENT
MODELLING TECHNIQUES

6.1 Introduction

In this task, a dialect identification system has been implemented

with different feature vectors and different modeling techniques. The

selection of feature vectors and model, to represent features are impor-

tant for the performance of the system. The performance is measured

in terms of the accuracy of the system that recognizes the test samples

correctly.

To carry out experiments, the Telugu database with three dialects

Telangana, Costa Andhra, Rayalaseema has been created by recording

speech utterances in different environments.

The database consists of 2hours 35minutes for Telangana, 2hours

47 minutes speech for Costa Andhra, and 1hour 43 minutes speech for

Rayalaseema utterances.

This chapter explains the new experimental setup and the perfor-

mance of different dialect identification systems with different modeling

techniques and features. Initially spectral feature based (MFCC) dialect

identification system with HMM, GMM and DNN has been implemented.

These systems performed well but gave with some less accuracy results

120



in case of nasal sounds. In order to avoid this, prosodic features impor-

tance has been established and new features were derived by concate-

nating MFCC and prosodic features like pitch and loudness. Finally,

optimized features were derived and dialect identification system using

HMM, GMM and DNN has been implemented with this feature vectors.

A comparison study has been established with reputed published work

to identify the dialects.

6.2 Experimental Setup

The database has been created using the PRAAT tool, Sony digital

voice recorder, online streaming recorder and pre-processed with aver-

age filter.

The experiments are implemented using the Python programming

language. Dialect identification systems have been implemented using

HMM, GMM, and DNN with different types of feature vectors. These,

dialect identification are evaluated to identify dialect of the shortest du-

ration of unknown utterance (3-8 sec). In case of HMM experiments are

explored with different number of states and mixtures. As it gave the

good results with, 3-states and 32-mixtures. The HMM based Dialect

Identification systems have been implemented with 3 states and 32 mix-

tures. In case of GMM, 32 mixtures are considered to implement Dialect

Identification system. In case of DNN, 4 layers are used to implement

Dialect Identification system.
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6.3 Performance Evalution of Dialect Identifi-
cation using MFCC with Different Models

The performance evaluation of the dialect identification system using

MFCCs has been done with the modeling techniques HMM, GMM, and

DNN on the Telugu database for dialects. The test utterance duration

is 3 to 8 Sec. The performance of dialect identification for the Telugu

database is showed in Table 6.1.

Table 6.1: Performance of Dialect Identification system of Telugu Lan-
guage using different models with MFCC + ΔMFCC + ΔΔMFCC

Feature Extraction Model
Accuracy of Model

Telangana
Costa
Andhra

Rayala-
seema

MFCC+ΔMFCC+ΔΔMFCC

GMM 85.3 82.6 79.9

HMM 84.4 80.2 83.2

DNN 85.1 84 84.6

From the above table, it is observed that, the GMM model gave the

performance 85.3%, 82.6% and 79.9% for Telangana, Costa Andhra and

Rayalaseema respectively. The HMM model gave the performance is

84.4%, 80.2% and 83.2% for Telangana, Costa Andhra and Rayalaseema

respectively. The DNN model gave the performance 85.1%, 84% and

84.6% for Telangana, Costa Andhra and Rayalaseema respectively.

Overall DNN model performed well in dialect identification with 39-

dimentional MFCC features as shown in Fig.6.1.
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Figure 6.1: Performance of Dialect identification system with different
models using MFCC + ΔMFCC + ΔΔMFCC

From the Fig.6.1, it is observed that DNN model has performed well

with 85.1%, 84% and 84.6% for Telangana, Costa Andhra and Ray-

alaseema respectively.

6.4 The Performance Evalution of Dialect Iden-
tification with MFCC and Prodsodic Fea-
tures using HMM, GMM and DNN

The dialect identification performance has been evaluated using dif-

ferent modeling techniques HMM, GMM and DNN with new features

which are derived from MFCC and Prosodic features as specified in sec-

tion 5.4. The performance of Dialect Identification with HMM, GMM

and DNN has been depicted in Table 6.2, 6.3 and 6.4 respectively. The

corresponding graphs are shown in Fig. 6.2, 6.3 and 6.4.
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Table 6.2: Performance of Dialect Identification System for GMM with
new feature vectors

Feature Extraction
Performance of GMM Model

Telangana
Costa
Andhra

Rayalaseema

MFCC + ΔMFCC + ΔΔMFCC 85.3 82.6 79.9

New feature vectors (MFCC
+ ΔMFCC + ΔΔMFCC +
Pitch + Loudness)

89.12 88.7 88.8

From the results, it is observed that GMM model gave the good per-

formance with new feature vectors with 89.12%, 88.7% and 88.8% for

Telangana, Costa Andhra and Rayalaseema respectively. The corre-

sponding graph is shown in Fig.6.2.

Figure 6.2: GMM based Dialect Identification with MFCC and New fea-
ture Vectors
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Table 6.3: Performance of Dialect Identification System for HMM with
new feature vectors

Feature Extraction
Performance of HMM Model

Telangana
Costa
Andhra

Rayalaseema

MFCC + ΔMFCC + ΔΔMFCC 84.4 80.2 83.2

+ ΔMFCC + ΔΔMFCC +
Pitch+Loudness)

88.4 87.6 86.1

From the results, it is observed that HMM model gave the good per-

formance with new feature vectors with 88.4%, 87.6% and 86.1% for

Telangana, Costa Andhra and Rayalaseema respectively. The corre-

sponding graph is shown in Fig.6.3.

Figure 6.3: HMM based Dialect Identification with MFCC and New fea-
ture Vectors
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Table 6.4: The performance of Dialect Identification System for DNN
with new features

Feature Extraction
Performance of DNN Model

Telangana
Costa
Andhra

Rayalaseema

85.1 84 84.6

ΔMFCC + ΔΔMFCC + Pitch
+ Loudness)

90 89.7 89.9

From the results, it is observed that DNN model gave the good perfor-

mance with new feature vectors with 90.4%, 89.7% and 89.9% for Telan-

gana, Costa Andhra and Rayalaseema respectively. The corresponding

graph is shown in Fig.6.4.

Figure 6.4: DNN based Dialect Identification with MFCC and New fea-
ture Vectors
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It is observed that, the performance of Dialect Identification is im-

proved with new features for HMM, GMM and DNN compared to spectral

features i.e., MFCC.

It is observed that the performance of Dialect Identification System

with MFCC + ΔMFCC + ΔΔMFCC + Pitch + Loudness feature vector

for HMM is 87.4%, GMM is 88.87% and DNN is 89.91%. It is also ob-

served the performance of DNN based Dialect Identification System us-

ing MFCC+prosody features is improved compare to MFCC features in

three dialects. The overall performance of system with new feature has

improved for DNN modeling techniques.

6.5 Performance Evalution of Optimized Fea-
ture Vectors

In this section, the performance of Dialect Identification system us-

ing optimized features vectors has been evaluated. The optimized fea-

ture vectors are derived using Principle component Analysis (PCA). 30-

dimensional feature vectors (Optimized feature vector) are derived from

41-dimensional new feature vectors. The performance of Dialect Identifi-

cation system with optimized features and new features for HMM, GMM

and DNN models shown in Table 6.5, 6.6 and 6.7 respectively.
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Table 6.5: The performance of GMM based Dialect Identification System
using optimized feature vectors

Feature Extraction
Performance of GMM Model

Telangana
Costa
Andhra

Rayalaseema

New Feature vectors - 41 di-
mensional (MFCC + ΔMFCC
+ ΔΔMFCC + Pitch + Loud-
ness)

89.12 88.7 88.8

Optimized Feature vectors
- 30 dimensional (MFCC +
ΔMFCC + ΔΔMFCC + Pitch
+ Loudness)

90.1 89.09 89.01

From the results, it is observed that GMM model gave the good per-

formance with optimized feature vectors with 90.1%, 89.09% and 89.01%

for Telangana, Costa Andhra and Rayalaseema respectively. The corre-

sponding graph is shown in Fig.6.5.

Figure 6.5: GMM based Dialect Identification with New and optimized
feature Vectors
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Table 6.6: The performance of HMM based Dialect Identification System
using optimized features

Feature Extraction
Performance of HMM Model

Telangana
Costa
Andhra

Rayalaseema

New Feature vectors - 41 di-
mensional (MFCC + ΔMFCC +
ΔΔMFCC + Pitch + Loudness)

88.41 87.63 86.16

Optimized Feature vectors - 30
dimensional (MFCC + ΔMFCC +
ΔΔMFCC + Pitch + Loudness)

89.03 88.12 86.55

From the results, it is observed that HMM model gave the good per-

formance with optimized feature vectors with 89.03%, 88.12% and 86.55%

for Telangana, Costa Andhra and Rayalaseema respectively. The corre-

sponding graph is shown in Fig.6.6.

Figure 6.6: HMM based Dialect Identification with New and optimized
feature Vectors
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Table 6.7: The performance of DNN based Dialect Identification System
using optimized features

Feature Extraction
Performance of DNN Model

Telangana
Costa
Andhra

Rayalaseema

New Feature vectors - 41 di-
mensional (MFCC + ΔMFCC +
ΔΔMFCC + Pitch + Loudness)

90.03 89.75 89.95

Optimized Feature vectors - 30
dimensional (MFCC + ΔMFCC
+ ΔΔMFCC + Pitch + Loudness)

90.5 89.9 89.96

From the results, it is observed that DNN model gave the good per-

formance with optimized feature vectors with 90.5%, 89.9% and 89.96%

for Telangana, Costa Andhra and Rayalaseema respectively. The corre-

sponding graph is shown in Fig.6.7.

Figure 6.7: DNN based Dialect Identification with New and optimized
feature Vectors

From the results of Dialect Identification System, it is observed that,

the DNN model performed well with optimized feature vectors compare

to HMM and GMM. Overall, the DNN model gave the good performance

with optimized feature vectors with 90.5%, 89.9% and 89.96% for Telan-

gana, Costa Andhra and Rayalaseema respectively.
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The time for computational task has been analyzed for the exper-

iments carried out. The computational time has been reduced using

optimized features (30-dimensional vector) compared to actual feature

vector (41-dimensional vector). The time taken for identify test utter-

ance of speech with different duration of speech 3sec, 5sec and 8 sec

was analyzed and average time taken for identifying the dialects using

30-dimensional optimized features and 41-dimensional proposed new

feature vectors is shown table 6.8.

Table 6.8: Analysis of time taken for identify the dialect of test utterance
using DNN

Feature Vector
Average Time taken to identify the

dialects of test sample in milli seconds

3 Sec 5 Sec 8 Sec

New Feature vectors - 41 di-
mensional (MFCC + ΔMFCC
+ ΔΔMFCC + Pitch + Loud-
ness)

69.01 69.80 76.60

Optimized Feature vectors
- 30 dimensional (MFCC +
ΔMFCC + ΔΔMFCC + Pitch
+ Loudness)

67.05 68.43 75.49

A significant improved was found in identify the dialect of test sam-

ples with respect to computational time using optimized feature vectors.

The time taken for identifies the test utterance for 3sec, 5sec and 8sec

is shown in Fig.6.8.
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Figure 6.8: Analysis of DNN model identification time with different du-
ration of test samples

It is observed that optimized feature vectors performed well in case

3s,5s and 8s test samples to identify the dialects using DNN.

6.6 Comparison of different Dialect Identifi-
cation System

In this section, the average performance of the dialect identification

systems has been compared. Performance of HMM, GMM and DNN

based dialect identification system has been explored using different

feature types in order to identify dialect of Telugu language from short-

est utterance of speech.

In case of HMM, considered 3 states and 32 mixtures at each state.

The GMM has been implemented with 32 mixtures and DNA has one

input layer, two hidden layers and one output layer. In this task, MFCC,

Prosodic features, new features by combining MFCC+ Pitch+ Loudness
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and optimized feature vectors have been used for the experiments to

identify the dialects. The average performance of different model tech-

niques with different features has been mentioned in Table 6.9.

Table 6.9: Average Performance of Different models in dialect identifica-
tion with different features

Model Feature Vector Accuracy

HMM

MFCC + ΔMFCC + ΔΔMFCC 82.6

New Feature vectors - 41 dimensional
(MFCC + ΔMFCC + ΔΔMFCC + Pitch +
Loudness)

87.4

Optimized Feature vectors - 30 dimen-
sional (MFCC + ΔMFCC + ΔΔMFCC +
Pitch + Loudness)

87.9

GMM

MFCC + ΔMFCC + ΔΔMFCC 82.6

New Feature vectors - 41 dimensional
(MFCC + ΔMFCC + ΔΔMFCC + Pitch +
Loudness)

88.87

Optimized Feature vectors - 30 dimen-
sional (MFCC + ΔMFCC + ΔΔMFCC +
Pitch + Loudness)

89.4

DNN

MFCC + ΔMFCC + ΔΔMFCC 84.6

New Feature vectors-41 dimensional
(MFCC + ΔMFCC + ΔΔMFCC + Pitch +
Loudness)

89.91

Optimized Feature vectors - 30 dimen-
sional (MFCC + ΔMFCC + ΔΔMFCC +
Pitch + Loudness)

90.12

From, the results, the average performance of HMM, GMM and DNN

model with optimized feature vectors is 87.9%, 89.4% and 90.12% re-

spectively. Whereas, 87.4%, 88.87% and 89.91% with proposed new

features. The corresponding graph is depicted in Fig.6.9 and 6.10.
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Figure 6.9: The performance of HMM, GMM and DNN using proposed
new features

Figure 6.10: The performance of HMM, GMM and DNN using optimized
features
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From Fig. 6.8 and 6.9, it is observed that average performance of

DNN is impressive with optimized features. Overall, DNN model with

Optimized (30-dimentsional) MFCC + ΔMFCC + ΔΔMFCC + Pitch +

Loudness features provided good performance in dialect identification

of Telugu language with 90.12%.

6.7 Comparison study with reputated published
work

In this thesis, Dialect Identification system with new features and op-

timized features has been implemented with HMM, GMM and DNN. DNN

has well performed with optimized feature vector (derived from MFCC +

ΔMFCC + ΔΔMFCC + Pitch + Loudness feature vector). These results

are compared with few recent published work where in identified dialects

in different languages.

In this comparison study, type of features, modelling technique, train-

ing duration and testing duration are compared with published work.

The comparison study done with DNN with optimized MFCC + ΔMFCC

+ ΔΔMFCC + Pitch + Loudness feature vectors are shown in Table.6.10.
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Table 6.10: Comparison of proposed model with published work

Model Language
Feature
vector

Training
dura-
tion /
Samples

Test
du-
ra-
tion

Accuracy

SVM[19]
Malayalam
Language

MFCC +
TEO

3h 10
min

5 to
10s

78%

GMM[24]
Assamese
Language

MFCC
13h 30
min

3 to
7s

85%

HMM[77]
Gujarati
Language

MFCC
1hour
38min

3 to
5s

87.23%

GMM[20]
Pashto
Language

MFCC 0.40hours
5 to
10s

88.43%

DNN
(Pro-
posed
model)

Telugu
language

Optimized
feature vec-
tor (MFCC+
Pitch+
Loudness)

6h
25min

3 to
8s

90.12%

It is observed the proposed model with optimized feature vectors

which are derived from MFCC+Pitch+Loudness is performed well com-

pared to existing works. The corresponding comparison graph is shown

in Fig.6.11.

Figure 6.11: Comparison of proposed model with published work
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Chapter 7
SUMMARY AND CONCLUSION

7.1 Summary

In this work, Dialect identification system has been implemented us-

ing the different feature vectors, extracted from raw speech signal and

different modeling techniques. As there is no standard database for Tel-

ugu Language, database has been created by collecting and recording

the speech samples from different peoples, places and grounds. Data

base consists of three dialects of Telugu Language namely Telangana,

Costa Andhra and Rayalaseema.

The importance and role of spectral features and prosodic features

has been established by modelling HMM, GMM, and DNN. The signifi-

cant results are achieved using these features to identify dialects from

shortest speech utterances of Telugu Language.

The role of Pitch and Loudness has been proved in identifying the

dialects efficiently from the shortest duration of the Telugu language.

New feature vectors have been derived by combining spectral features

(MFCC) and the Prosodic features (Pitch+ Loudness) and experiments

are carried with different modeling techniques. It was proved that, the

new feature vector well discriminates the speech utterances among three

dialects.
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The Optimized feature vectors have been derived in order to remove

redundant data and reduce the dimensionality of feature vector. The

PCA approach has been used for dimensional reduction, which improves

the system’s performance in terms of identification rate and fast re-

sponse in identification. A comparative study of the proposed dialect

identification system using HMM, GMM, and DNN with the reputed pub-

lished work has been carried out. The performance of the system is very

impressive.

7.2 Scope for Future Work

1. Need to explore hybrid modeling techniques using SVM, Deep Learn-

ing techniques etc.

2. Data base size may be increased by collecting samples from the

child age of 6 to 9 also.

3. It is also possible to extract the different feature reduct vectors to

reduce the time complexity of the model.

4. The duration of Test utterance might be reduced.

5. The rough set and fuzzy methods may be used in case of feature

selection and dimensionality reduction.
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